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Abstract

Fluorescence microscopy is a widely used technique for imaging of biological structures due to its noninvasiveness although resolution of conventional fluorescence microscopes is limited to about 200–300 nm due to the diffraction limit of light. Super-resolution fluorescence microscopy offers an extension of the original method that allows optical imaging below the diffraction limit. In this thesis, a microscope for localization-based super-resolution fluorescence microscopy techniques such as Stochastic Optical Reconstruction Microscopy (STORM) or Photoactivated Localization Microscopy (PALM) was established. An epifluorescence microscope was built for this purpose that provides both widefield and Total Internal Reflection Fluorescence (TIRF) excitation modalities and focus was put on the special requirements of localization-based super-resolution methods. This included a high mechanical and optical stability realized by a compact design and implementation of a home-built perfect focus system. The setup was further designed to allow both two- and three-dimensional imaging. The work also included both the development of a setup control software and a software for the analysis of the required data. Different analysis methods and parameters were tested on simulated data before the performance of the microscope was demonstrated in two and three dimensions at appropriate test samples such as the cellular microtubule network. These experiments showed the capability of super-resolution microscopy to reveal underlying structures that cannot be resolved by conventional fluorescence microscopy. Resolutions could be achieved down to approximately 30 nm in the lateral and 115 nm in the axial dimension.

Subsequently, the established method was applied to two biological systems. The first is a study of the budding of the human immunodeficiency virus type 1 (HIV-1) from the host cell. In this step of the viral reproduction cycle, the virus hijacks the cellular endosomal sorting complex required for transport (ESCRT) machinery to achieve membrane fission. ESCRT consists of the subcomplexes ESCRT-0, -I, -II and -III and additional related proteins, from which HIV-1 recruits certain components. The fission process is initiated by the HIV-1 Gag protein, which recruits the ESCRT-I protein Tsg101 and the ESCRT-related protein ALIX to the virus assembly site. Subsequently, ESCRT-III proteins CHMP4 and CHMP2 form transient lattices at the membrane, which are actively involved in membrane fission. However, the actual geometry of the ESCRT machinery assembling at the HIV-1 budding site that is driving the fission process is still not fully understood. Different models proposed either constriction of the budding neck by lattices surrounding the neck, by ESCRT structures within the neck or within the bud itself. A problematic aspect in previous studies was the usage of modified, tagged versions of the involved proteins for visualization. In this study, super-resolution microscopy was therefore applied to endogenous Tsg101, ALIX and CHMP2 isoform CHMP2A and to a version of CHMP4 isoform CHMP4B with a small HA-tag to elucidate the size and the distribution of the structure relative to the HIV-1 assembly sites. ESCRT structures colocalizing with HIV-1 exhibited closed, circular structures with an average size restricted to 45 and 60 nm in diameter. This size was significantly smaller than found for HIV-1 assembly sites and the constriction of the size, which was not observed for non-colocalizing ESCRT structures at the cell membrane, ruled out an external restriction model. Super-resolution imaging of ALIX often revealed an additional cloud-like structure of individual molecules surrounding the central clusters. This was attributed to ALIX molecules incorporated into the nascent HIV-1 Gag shell. Together with
experiments that confirmed the non-physiological behavior of tagged Tsg101 and a relative orientation of ESCRT clusters towards the edge of the assembly site, the results strongly point toward a within-neck model.

A second project focused on the influence of external constriction on cell migration. The latter plays an important role in various processes in the human body ranging from wound healing to metastasis formation by cancer cells. Migration is driven by the lamellipodium, which is a meshwork of fine actin filaments that drive membrane protrusion. Endothelial cells were grown on micropatterns that confined the freedom of movement of the cells. Three-dimensional super-resolution imaging revealed that the lamellipodia of these cells showed a much broader axial extension than was the case for control cells that grew without confinement of migration. The different organization of the actin filament network showed a clear effect of environmental conditions on cellular migration.

Overall, it was possible to build a super-resolution fluorescence microscope over the course of this study and establish the required analysis methods to allow STORM and PALM imaging below the diffraction limit of light. Two applications further showed that these tools are capable of answering currently discussed questions in the biological sciences.
Chapter 1

Introduction

In order to understand how a mechanism works, it is necessary to be able to observe all the components that form its entirety. This includes especially biological organisms, which are highly complex systems with an uncountable number of connected and interacting processes that all contribute to life in its versatility. Many of these processes can be studied by eye but other things remain hidden as objects that are smaller than approximately 0.1 mm are no longer resolvable by the human eye. Often, it is only feasible to observe the macroscopic effect of a process but not the process itself. This means that it might, for example, be possible to see how blood flows in its vessels but not to distinguish its components. It might further be possible to see the effects a sickness but not the pathogen that caused that disease and how it interacts with the body. For these reasons, tools are required that allow to go beyond the constraints imposed by the eye. Although the magnifying effect of glass lenses had been known since antiquity, the quality of the lenses and therefore also their impact on the study of biology remained limited for a long time. The foundation for modern microscopy was not laid until the end of the 16th century when Hans and Matthias Janssen claimed to have constructed the first microscope [1]. Several years later, Robert Hooke discovered, using a compound microscope, that large and complex organisms are built up of small subunits he named ‘cells’ [2]. This work has to be seen in close context with that of Antoni van Leeuwenhoek who provided substantial improvement of both fabrication and quality of optical lenses. Magnifying glasses built out of these improved lenses allowed him to observe organisms that only consist of one single cell [3]. These inventions and discoveries marked a turning point opening a new world for the biological sciences: from the discovery of cells and microorganisms research soon advanced further to the intracellular level revealing structures and functions of cellular subcomponents. The benefits of this gain of knowledge have been undeniable: now, reasons for diseases and other impairments of the body could be identified and effectively counteracted in combination with newly developed chemical and biochemical analysis methods. The essential contribution that optical microscopy has made to this progress can be especially attributed to its high compatibility with biological samples. Its non-invasiveness and relatively mild demands on sample preparation even allow the study of living organisms. Since its invention, the method has been further improved. Especially the combination with fluorescence has emerged to be highly effective: a certain biological structure is specifically labeled with a fluorescent dye for this purpose and the emitted fluorescence is detected. This eliminates the difficulty to identify a certain structure among many others in a larger organism by maintaining the assets of conventional light microscopy. With the development of efficient light sources such as lasers and highly sensitive detectors, fluorescence microscopy has become an indispensable tool for the biological sciences.

Still, although the method allows the study of many processes inside a cell, the capacity of conventional optical microscopes has nevertheless a restriction. Due to refraction of the light at the aperture of the microscope, its resolution is limited to approximately 200 nm as it was described in the famous works of Ernst Abbe [4] and John William Strutt better known as Lord Rayleigh [5]. The resolution limit implies that many smaller structures cannot be studied with
optical microscopy. This includes, for example, not only subunits of larger structures within a cell but also viruses. These are small infectious particles, which have to use organisms to replicate and are responsible for a huge number of infections.

In order to circumvent the resolution limit, non-optical methods such as Scanning Electron Microscopy (SEM) or Transmission Electron Microscopy (TEM) were developed. SEM and TEM, however, provide only a very limited compatibility with organic and living material. Furthermore, optical microscopy cannot only be applied to surfaces (like SEM) or very thin structures (like TEM) but also to larger volumes allowing imaging of entire cells. However, the diffraction limit in optical microscopy was regarded as a barrier that could not be penetrated for a long time. Although theoretical works by Stefan Hell and Eric Betzig discussed options how to circumvent this limit [6, 7], technical realization was not achieved until methods like Stimulated Emission Depletion (STED, [8]), Photoactivated Localization Microscopy (PALM, [9]), Stochastic Optical Reconstruction Microscopy (STORM, [10]) and other related approaches were presented. Today, all these methods are summarized by the term super-resolution fluorescence microscopy. Stefan Hell and Eric Betzig were awarded with the Nobel Prize in Chemistry in 2014 for their pathbreaking work on this field together with William E. Moerner who was the first to perform single-molecule spectroscopy [11]. The latter was an indispensable fundament for the development of the various super-resolution techniques. Methods such as STORM and PALM, which were used in this work, are able to provide resolutions down to 10 nm in the lateral and 20 nm in the axial dimension making them an ideal tool to study cellular processes on the nanoscale.

The scope of this thesis comprised the construction and tuning of a super-resolution fluorescence microscope for PALM and STORM applications that allows imaging in both two and three dimensions. This included not only the assembly of the microscope but also the development of analysis software that allows the rendering of super-resolution images from the acquired data with the required high accuracy. Simulations were performed to find optimal analysis settings and imaging of test samples such as the cellular microtubule network demonstrated the performance of the microscope in two as well as in three dimensions.

The established method was subsequently applied on the study of the human immunodeficiency virus type 1 (HIV-1). HIV-1 is the virus responsible for the acquired immunodeficiency syndrome (AIDS), which is regarded to be one of the four pandemic diseases claiming the highest number of victims worldwide (together with tuberculosis, hepatitis and malaria) where HIV-1 alone caused more than one million deaths in 2013 alone [12]. Its fatality is based on the fact that HIV-1 attacks cells that are an integral part of the human immune system and thus critically weakens the defense of the body. Although HIV-1 is maybe the best studied virus overall and though antiviral medication now exists, a vaccination or a cure is still not available as many details of its replication cycle are still not fully understood. Furthermore, the HIV-1 genome features a high mutation rate, allowing the virus to rapidly develop resistances against existing medications making continuous research even more important. This thesis focuses on the viral budding of HIV-1, which is a relatively late step in the viral reproduction cycle when a newly formed virus particle is released from the host cell. In this context, HIV-1 depends on recruitment and exploitation of the cellular endosomal sorting complex required For transport (ESCRT) to achieve complete fission from the host cell. ESCRT forms oligomeric protein complexes that drive membrane fission. However, the underlying mechanism and geometric organization of these oligomeric structures are still not fully understood. As all these processes occur below the diffraction limit of light, PALM and STORM are good methods to give answers to this question.

Infection of cells by viruses or other pathogens as well as mechanical injuries of the body require effective defense and repair mechanisms. For this purpose, many cells that are involved in these processes need the ability to move actively. Migration of cells, for example, plays a crucial
role in tissue formation, which also includes wound healing processes. Migration is furthermore essential for the organization of the immune response. These are, however, only some of the most prominent examples that involve cell migration. In order to achieve directed motion, a number of concerted processes is needed to generate the required propulsion. Disruptions of these processes can effect critical damages. One prominent example is the formation of metastases, which arise from cancer cells that are migrating uncontrolled through the respective organism. A key step during cell migration is pushing the cellular membrane in the direction of motion. The mechanical force for this process is generated by a very fine network of actin filaments. Actin is a major component of the cytoskeleton and forms in this case two-dimensional networks within the protrusions of migrating cells, which are called lamellipodia. These networks grow in the direction of migration and thereby drive locomotion. Contraction of additional actin filaments in the rear part of the moving cell further provides the required energy to allow the rest of the cell body to follow the protrusions. Controlled migration further requires the ability to react to external triggers or signals, which, for example, can be chemical or mechanical forces. In this context, the question arises whether and how external stress put on cells changes the organization of the lamellipodia network. For this purpose, endothelial cells were grown on onedimensional microstructures that allowed growth only in a specific direction. 3D super-resolution imaging was used to gain insight into the fine structure of the actin filament network and to reveal differences in its organization compared to cells with unrestricted two-dimensional migration.

Overall, the experiments that were performed to build and tune the super-resolution microscope along with the applications shown in this thesis demonstrate the high performance potential of super-resolution fluorescence microscopy. The obtained results emphasize the capability of the microscope to provide answers to relevant open questions in biology that cannot be obtained by other techniques making it a versatile and highly promising tool for the nanoscopic sciences.
Chapter 2

Theory of super-resolution fluorescence microscopy

Super-resolution microscopy methods such as STORM and PALM seek to circumvent the resolution limit of conventional fluorescence microscopy by exploiting certain properties of fluorescent dyes. In particular, fluorophores are needed that can undergo a spectral shift as it will be discussed in detail in this chapter. Further, understanding of the fundamental principles of the used fluorescence microscope plays a vital role for achieving good image quality and resolution. This starts at the fundamental operation mode of the microscope and reaches to additional extensions that allow even three-dimensional imaging.

2.1 Principles of fluorescence

STORM and PALM are super-resolution fluorescence microscopy methods that are based on the switching of fluorescent dyes between dark and bright, fluorescent states. In order to understand this process, which is often referred to as blinking, and the conditions that contribute to it, some basic information about the physical background regarding fluorescence is required.

Fluorescence is essentially a consequence of the interaction of electromagnetic waves with matter. An electromagnetic wave can be absorbed by matter as a result of the interaction with the electromagnetic field of the respective material. As a consequence, the energy of the absorbed photons is taken up by the atom or molecule, which can thus be excited to higher rotational, vibrational or electronic states. These excited states are typically metastable and after a certain period of time, the system will relax back to the energetic ground state releasing the excess of energy to the environment. In many cases, this occurs in the form of heat but it is also possible that a photon is emitted. Processes that include light emission after absorption of a photon by matter can be summarized under the term photoluminescence. Fluorescence and phosphorescence, which will be discussed in detail below, are two special cases of photoluminescence.

As depicted in Figure 2.1, absorption of a photon will initially excite an electron from the vibrational ground state of the lowest electronic singlet state $S_0$ to a higher electronic state ($S_1$, $S_2$, etc.). However, light from the visible part of the electromagnetic spectrum does not provide enough energy to reach higher electronic states than $S_1$. The probability for the transition from $S_0$ to $S_1$ can be found in the number of electrons $N_0$ occupying $S_0$ and the power density $\rho$ of the incoming light at frequency $\nu$ by means of

$$\frac{dN_0}{dt} = -B_{01}N_0\rho(\nu)$$

where $B_{01}$ the Einstein-coefficient for absorption, which depends on the transition dipole mo-
ment. A more general description of the transition probability was provided by Dirac [13] who stated that the latter is proportional to the density of the final states and to the magnitude of the matrix element of the transition between the final and initial states (also known as Fermi’s Golden Rule). Excitation takes place in the range of femtoseconds. The Born-Oppenheimer approximation [14] states that the much slower movement of the atomic nuclei is negligible during the excitation process although the equilibrium position of the nucleus depends on the electronic configuration. As a spatial overlap of the wave functions of the initial and the final state is required for a transition and the position of the nucleus cannot change, the vibrational state that is reached by excitation does not necessarily correspond to the vibrational ground state but one that is compatible to the nuclear position of the initial state. This observation is described by the Franck-Condon-Principle [15, 16]), which is graphically depicted in Figure 2.1. The excited system will relax within picoseconds to the vibrational ground state of the respective electronic state releasing the excess of energy in the form of heat. As a consequence, the amount of energy that can be released during a following relaxation back to \( S_0 \) is lower than the energy that was absorbed for excitation. This means, in the case of photoluminescence, that an emitted photon will have a higher wavelength than the one that was absorbed before resulting in a spectral shift between both of them that is known as Stokes shift [17]. The lifetime, \( \tau \), of the excited electron in the ground state of \( S_1 \) lies in the range of nanoseconds before the system relaxes to \( S_0 \), where the rules of Born-Oppenheimer approximation and the Franck-Condon-Principle apply analogously to excitation.

A Jablonski diagram [18], as shown in Figure 2.2, can be used to further explain the processes contributing to photoluminescence in detail. As explained before, absorption of a photon (blue arrows) will excite a molecule to a higher electronic state from where it will relax almost immediately to the vibrational ground state of the respective electronic state (brown arrows). From electronic states higher than \( S_1 \), non-radiative relaxation to \( S_1 \) is possible. Such non-radiative processes are called internal conversion (black dashed arrows). From the vibrational ground state of \( S_1 \), further relaxation back to \( S_0 \) will occur. This can either take place by internal conversion or under the (spontaneous) emission of a photon. Such a photoluminescent process is called fluorescence (green arrows) and its dynamics can be described by a similar equation as was given in Eq. 2.1 for absorption:

\[
\frac{dN_1}{dt} = -N_1 A_{10}
\]

In Eq. 2.2, \( N_1 \) is the number of electrons in \( S_1 \) and \( A_{10} \) the Einstein-coefficient for sponta-
2.1 Principles of fluorescence

Figure 2.2: Jablonski diagram. A Jablonski diagram describes the electronic and vibrational transitions that lead to photon emission in form of fluorescence (green) or phosphorescence (red) after absorption of light by matter (blue). Radiative processes are represented by solid lines, non-radiative transitions by dotted or dashed lines ($S_n$, $T_n$: $n^{th}$ singlet or triplet state).

neous emission. After emission of the photon, vibrational and rotational relaxation back to the vibrational ground state of $S_0$ occurs.

This means that both excitation and relaxation occur most likely from the lowest vibrational state. Together with the fact that the densities of the vibrational states are approximately similar in $S_0$ and $S_1$, this leads to an approximate mirror symmetry between the absorption and emission spectra of fluorescent dyes as it is shown in Figure 2.3 at the example of the cyanine dye Cy5. The example also illustrates the Stokes shift between the absorption maximum at 647 nm and the emission maximum at 665 nm.

Figure 2.3: Absorption and emission spectra of fluorescent dye Cy5. The Stokes shift between the absorption (black) and the fluorescence emission spectrum (gray) of Cy5 is visible as well as the mirror symmetry between both spectra.

Emission can also be stimulated by another incoming photon with a wavelength matching the energy gap between $S_1$ and $S_0$. If this photon hits the excited molecule before spontaneous emission can occur, the system relaxes to the electronic ground state by emitting a photon with
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the same energy, direction of movement and phase as the stimulating photon. In contrast to spontaneous emission, the dynamics of stimulated emission given by Eq. 2.3 depend on $\rho(\nu)$ and on the Einstein-coefficient for stimulated emission $B_{10}$:

$$\frac{dN_1}{dt} = -N_1 B_{10} \rho(\nu)$$

(2.3)

Apart from fluorescence, there is a second form of photoluminescence, which is called phosphorescence. In this case, the excited electron in $S_1$ does not relax to the ground state immediately but undergoes intersystem crossing (Figure 2.2, black dotted arrow), where the spin of the excited electron is flipped and the triplet state $T_0$ is reached. This conversion is, in theory, quantum-mechanically forbidden but due to interaction of spin and orbital momentum, there is still a certain probability for this process to occur. For the same reason, the probability for the relaxation from $T_0$ back to $S_0$ is also small. As a consequence, the electron is trapped in the triplet state for a relatively long period of time that can lie in the range of milliseconds up to seconds. During this time, the molecule will appear dark to the observer until it finally relaxes back to $S_0$ under emission of a photon (Figure 2.2, red arrows). Only after this happened, the molecule can be excited once more and fluorescence can occur again.

Intersystem crossing to a triplet state is one example for a process where a fluorophore is trapped in a non-fluorescent state for a certain period of time. The latter can, however, also be caused by quenching [19]. Fluorescence can be quenched e.g. by the presence of an acceptor molecule to which the excited fluorophore can transfer the excess of energy radiationless. There are several ways how this transfer can occur, Fluorescence Resonance Energy Transfer or Dexter transfer [20] are only two examples to name. Quenching can be transient when it is controlled only by the diffusion of the molecules but it can also be stable when the dye and the quenching molecule form stable complexes.

Repeated excitation and relaxation of a fluorophore is reversible. There is, however, a certain probability during each excitation cycle that the imparted energy leads to an irreversible change of the chemical structure of the fluorophore by e.g. breaking of chemical bonds. This can irreversibly destroy the fluorescence of the molecule. This process is described by the term photobleaching and has to be distinguished from quenching. Nevertheless, both mechanisms can be used to achieve switching of fluorescent molecules between dark and bright states although different experimental settings might be necessary, as will be explained in Section 2.3.

2.2 Fluorescence microscopy and optical resolution

Many biological processes occur on the micro- or nanometer scale and cannot be observed by the human eye. Microscopy and especially optical microscopy have been proven to be valuable tools in order to study these systems. However, optical microscopy requires light to illuminate the sample or light that is emitted by the sample itself. Fluorescence microscopy combines both approaches by studying structures that are specifically labeled with fluorophores allowing the observation of emitted fluorescence upon excitation with light. Along with technological advance, fluorescence microscopy has developed from its early beginnings [21] to an indispensable tool especially for the biological sciences.
2.2 Fluorescence microscopy and optical resolution

2.2.1 Principle of fluorescence microscopy

In general, two different basic approaches can be distinguished for fluorescence microscopy. The first one can be summarized under the term of epifluorescence or widefield microscopy, where a larger field of view within the sample is illuminated with a broad collimated beam and the image obtained from the field of view is collected with a camera. The second approach is called confocal fluorescence microscopy [22], where only a small volume is illuminated at a time and the complete image is only obtained by scanning of the sample. In comparison to confocal microscopy, an epifluorescence microscope provides in general a higher photon detection efficiency, which is favorable for STORM and PALM as will be explained in detail in Section 2.3. For this reason, this work exclusively focuses on epifluorescence microscopy and the following description of fluorescence microscopy will therefore also be based on this type of microscope.

![Scheme of a widefield fluorescence microscope](image)

**Figure 2.4:** Scheme of a basic epifluorescence microscope. A laser beam (black solid lines) is expanded and focused on the back focal plane of the objective creating a collimated beam for illumination and excitation of the sample here indicated by the white arrow. The emitted fluorescence (dashed gray lines) is collected by the objective and separated from excitation light by a di- or polychroic mirror and eventually focused on a CCD camera obtaining the image of the original object.

Figure 2.4 shows the scheme of a basic epifluorescence microscope. Typically, lasers are used as monochromatic, collimated and coherent light sources. The light beam is focused onto the back focal plane of the objective lens. As a consequence, a collimated beam will leave the objective illuminating the sample exciting fluorophores within the illuminated area of the sample. A beam expander, which, for example, can consist of a set of two lenses, optionally allows an expansion of the excitation beam in order to increase the diameter of this area. The fluorescence emitted by the sample is usually collected by the same objective resulting in a collimated beam that is separated from the excitation light by a di- or polychroic mirror. These mirrors are able to reflect well-defined parts of the electromagnetic spectrum and let pass other parts [23]. As the fluorescence has a longer wavelength than the excitation beam due to the Stokes shift, such a mirror is an ideal tool to separate excitation and detection beams. Emission filters, which block all light that is not coming from a specific region of the spectrum, can be
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used to further filter out remaining light that is not part of the actual fluorescent signal (e.g., stray light, Raman scattering or fluorescence originating from other dyes that can be excited by the same wavelength but have a shifted emission spectrum).

Another lens finally focuses the collimated beam onto the respective detector. Typically, charge-coupled devices (CCD) are chosen for this purpose, which can be characterized by their low readout noise and high quantum efficiencies (up to 90%) [24]. Electron-multiplying CCDs (EMCCD) offer additional amplification of the signal, which, however, comes along with an additional noise factor of $\sqrt{2}$ [25]. Complementary metal-oxide semiconductor (CMOS) detectors might be an alternative, especially when very fast data acquisition is required. However, noise of CMOS cameras is pixel-dependent in contrast to CCDs and a more complex noise treatment is required [26].

In recent years, fluorescence microscopy has found various applications especially for biological applications. Beside the relatively low technical effort and costs compared to other methods such as electron microscopy techniques, it is particularly appreciated for its non-invasiveness and its moderate operating conditions that allow the study of living organisms: Light microscopy can be performed at room temperature and normal pressure. Additionally, energy and power of the light source can be chosen in a biocompatible way. Imaging is also not restricted to small parts of the sample as it is, for example, the case for SEM that can only provide images of the surface.

As mentioned above, fluorescence imaging requires the presence of a fluorescent structure or of a fluorescent label attached to the structure of interest. Certainly, the need to modify the respective sample with fluorescent molecules might be regarded as a drawback of the method as it is possible that the modification of the sample changes its structure or properties. But in this context, it is also important to note that sample modification is also required for many other microscopy techniques and is often more invasive than it is for fluorescence microscopy such as metallic coating that is required for SEM. Fluorescent labeling further provides a convenient way to distinguish between different structures, for example in a cell, by labeling them specifically with differently colored fluorophores. This approach offers the possibility for simultaneous imaging of the respective structures, which is much more difficult to realize with non-optical methods.

2.2.2 Resolution in optical microscopy

Despite the numerous advantages of optical fluorescence microscopy, one major limitation of the method is the confinement of the achievable resolution to about 200–300 nm. In general, resolution defines the smallest distance in which two objects can still be distinguished. The reason for this confinement in optical microscopy is based on the diffraction of the light on the objective and condenser lenses of the microscope. George Airy observed already in 1835 [27] that the image of a round, condensed beam of light that is diffracted on circular apertures such as optical lenses shows a pattern where a central intensity maximum is surrounded by rings whose intensities decline with the distance from the center of the structure. Ernst von Abbe recognized the connection between Airy’s observation and the resolution power of light microscopes. Starting with his groundbreaking work [4], he focused on the influence of the optical properties of the objective lens on image resolution and coined, in this context, the term numerical aperture (NA), which is defined as

$$NA = n \cdot \sin \alpha$$ (2.4)
with \( n \) being the refractive index of the surrounding medium and \( \alpha \) the half of the angle of the aperture of the objective. Abbe found that the numerical aperture is, together with the wavelength of light \( \lambda \), related to the distance \( \Delta x \) in which two objects can still be resolved:

\[
\Delta x = \frac{\lambda}{2NA}
\]  

(2.5)

Lord Rayleigh later combined Abbe’s observation with the ring structure Airy had observed [5] and could refine Eq. 2.5 defining \( \Delta x \) as the distance between the global maximum in the center of the diffraction pattern and its first minimum. This condition, which can be expressed by Eq. 2.6, is also known as Rayleigh limit or Rayleigh criterion:

\[
\Delta x = 0.61 \frac{\lambda}{NA}
\]  

(2.6)

The effect of diffraction can also be described by means of the image of a theoretically point-shaped (zero-dimensional) object. The observed diffraction pattern – or in other words the probability to detect the respective object at a certain point of the image plane – is called point spread function (PSF). In the case of a set of ideal lenses, the PSF perpendicular to the optical axis is also called the Airy Disk and the signal intensity \( I(r) \) at position \( r \) given by

\[
I(r) = I_0 \cdot \left[ \frac{2J_1(2\pi r NA/\lambda)}{2\pi r NA/\lambda} \right]^2
\]  

(2.7)

where \( I_0 \) is the maximum intensity of the distribution and \( J_1 \) the Bessel function of the first kind of order 1 [28]. Calculation of the first minimum of Eq. 2.7 yields the factor of 0.61 in Eq. 2.6. Analogously to Eq. 2.7, the intensity distribution \( I(z) \) along the optical axis is given by:

\[
I(z) = I_0 \cdot \left[ \frac{\sin \left( \frac{(z\pi NA^2)/(2\lambda n)}{(z\pi NA^2)/(2\lambda n)} \right)}{\left( \frac{(z\pi NA^2)/(2\lambda n)}{(z\pi NA^2)/(2\lambda n)} \right)} \right]^2
\]  

(2.8)

To be precise, these rules apply only for far-field imaging. In contrast to the near-field, the far-field defines a region, where the propagation of an electromagnetic wave does not depend on the distance from the radiation source. For a propagating Gaussian light beam, this is true for distances larger than the so called Rayleigh length, which must not be mixed with the Rayleigh criterion.

For most applications, the actual Airy disk, shown in Figure 2.5A, can be approximated by a two-dimensional Gaussian function (Figure 2.5B). In Cartesian coordinates, its intensity distribution \( I(x, y) \) is given by the following equation, which provides a good estimate for the central peak of the original function despite negligence of the side maxima as demonstrated in Figure 2.5C:

\[
I(x, y) = I_0 \cdot e^{-\frac{(x-x_0)^2}{2\sigma_x^2} - \frac{(y-y_0)^2}{2\sigma_y^2}}
\]  

(2.9)

Again, \( I_0 \) represents the maximum intensity of the distribution, whereas \( x_0 \) and \( y_0 \) are the coordinates of the centroid position of the Gaussian distribution and \( \sigma_x \) and \( \sigma_y \) its standard deviations in \( x \)- and \( y \)-direction, respectively.

Figure 2.5D illustrates the effect of diffraction-limited imaging at the example of a 40 nm sized polystyrene bead labeled with Cy5 dye: obviously, the image lets the bead appear much larger than it actually is. Mathematically, the final image can be described as a convolution of the actual structure with the PSF. If one assumes that the original object can be treated as a Gaussian distribution and the PSF is approximated as a Gaussian distribution as well,
the squared standard deviation of the observed signal $\sigma_{total}^2$ is given by the sum of the squared standard deviations of the PSF and the structure:

$$\sigma_{total}^2 = \sigma_{object}^2 + \sigma_{PSF}^2$$  \hspace{1cm} (2.10)

A visualization of the resolution criterion as Abbe and Rayleigh defined it by Eq. 2.6 is shown in Figure 2.6A: two objects that are in a closer distance than $\Delta x$ are considered as non-distinguishable. Although this definition gives reasonable values for optical resolution in general, using the first local minimum of the Bessel function as resolution criterion might seem quite arbitrary. Considering the original definition of resolution as the smallest distance in which two objects can still be distinguished, other factors apart from the mere wave-optical approach have an impact on spatial resolution as well. On the one hand, resolution is limited by the sampling rate. According to the Nyquist-Shannon criterion, a signal with a frequency $f$ has to be scanned with a scan frequency $f_{scan}$ that is at least twice of $f$ in order to be resolved [29]:

$$f_{scan} > 2 \cdot f$$ \hspace{1cm} (2.11)

In the case of imaging with a CCD camera, $f_{scan}$ is given by the respective pixel size that therefore sets a limit for resolution in optical imaging. On the other hand, resolution is also influenced by the obtained signal-to-noise ratio. For this reason, it is under certain conditions
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Figure 2.6: Different criteria for optical resolution. The upper panels are cross-sections through the respective lower panel showing two PSFs with distances declining from left to right. In the cross-sections, dashed lines represent the single PSFs and solid lines the merged signals. (A) Rayleigh criterion. The maximum of the second PSF is at the position of the first minimum of the first PSF. (B) Sparrow criterion. The intensity dip at the merged PSF is still visible although the distance between both PSF is smaller than in A. (C) Two PSFs are shown that cannot be distinguished neither by Rayleigh’s nor by Sparrow’s resolution criterion.

possible to distinguish the signals of two distinct point sources whose distance is smaller than the Rayleigh limit. This is, for example, the case when the intensity dip $\Delta I$ at the center of the merged PSFs can still be detected as shown in Figure 2.6B in contrast to the counterexample in Figure 2.6C depicting two unresolvable PSFs. Astrophysicist C.M. Sparrow therefore presented a new definition of the resolution limit based on $\Delta I$ [30]. Assuming a one-dimensional case with two objects with equal intensities at a distance $a$ and an intensity of the merged signals $I$ with respect to coordinate $x$, the achievable resolution $a_0$ can be found by setting the second derivate of $I$ to 0 and solving the result for $a$:

$$\frac{\delta^2 I}{\delta x^2} = 0 \quad (2.12)$$

The detectability of $\Delta I$ largely depends on the given photon count rates pointing out the importance of an effective photon detection. For this reason, factors like the quality of the respective sample including image contrast, signal-to-noise ratio and the properties of the fluorescent emitters play a key role in fluorescence microscopy for the achievable resolution as well as the technical equipment that is used.
Chapter 2 Theory of super-resolution fluorescence microscopy

2.2.3 Total Internal Reflection Fluorescence Microscopy

Image background and Raman scattering are two of the most significant factors that may reduce image contrast and therefore as well the achievable resolution according to Sparrow’s criterion as described in the previous section. Some sources of image background such as e.g. fluorescence of the used medium can be relatively easily avoided but especially when biological samples are investigated, there are sources of noise that can hardly be eliminated. One prominent example here is the autofluorescence observed when imaging cells. This phenomenon arises e.g. from absorption of light by aromatic amino acids or other aromatic compounds in the cell and can often easily overlay the fluorescence of the actual fluorescent label.

There are several methods to cut out background signals amongst which confocal microscopy [22] is one of the most prominent. Briefly, a pinhole is inserted into the optical beampath in order to block out-of-focus excitation and detection light. Thus, only a small volume at a defined position of the sample is imaged at a time and the probe has to be scanned to acquire the entire image. This approach has proven to be a powerful tool for fluorescence microscopy and spectroscopy. Nevertheless, it comes along with some disadvantages especially in combination with STORM and PALM: the most important point is that the need of a pinhole with a size small enough to effectively block out-of-focus fluorescence, inevitably leads to a loss of detected photons as well. As will be explained later in detail (Section 2.3), STORM and PALM rely on localization of single fluorescent emitters and the accuracy of this localization strongly depends on the number of detected photons (Section 2.3.2). Furthermore, image acquisition time depends on the scanning speed, which – if too slow – might result in missing fast dynamics of the fluorescence intensity of blinking single emitters.

Total Internal Reflection Fluorescence (TIRF) Microscopy, which was first presented by Ambrose [31] and further developed by Axelrod et al. [32, 33], offers a promising way to reduce background noise detection without losing signal intensity: total internal reflection of the incoming light on the phase interface between the glass microscope slide and the aqueous medium of the sample generates an evanescent wave penetrating into the aqueous medium (Figure 2.7A). In contrast to propagating waves, whose spatial expansion can be mathematically described by sine functions, evanescent waves show an exponential decay resulting in very short ranges (< 200 nm). Therefore, only objects close to the interface (e.g. structures on the cell membrane) are detected while cutting out the background. Although the restricted penetration depth approach does not allow the imaging of thick samples, it is an ideal tool for in vitro as well as for in vivo experiments when studying objects that are close to the microscope slide. Whereas evanescent waves are used for excitation, the emitted fluorescence is detected in the form of propagating waves according to the same principle, which is depicted in Figure 2.4. For this reason, the resulting image is still diffraction-limited. Improvement of image quality and resolution in TIRF compared to conventional widefield microscopy is therefore only a result of an improved image contrast according to the Sparrow criterion.

Figure 2.7B illustrates the refraction of a beam \(\vec{k}_1\) at the interface of two Phases I and II with their respective refraction indices \(n_1\) and \(n_2\). In general, an incoming beam under the angle \(\theta_1\) will be split into a beam that is reflected at the interface \((\vec{k}_{2,\text{reflected}})\) and a refracted beam that penetrates into Phase II \((\vec{k}_{2,\text{refracted}})\). As the frequency of the wave does not change when passing the interface in contrast to the wavelength, a change of direction is necessary to maintain the continuity of the phase of the wave across the interface [34]. The connection between \(\theta_1\) and the new angle of the refracted beam, \(\theta_2\), follows Snell’s law:

\[
n_1 \sin \theta_1 = n_2 \sin \theta_2
\]

(2.13)

When \(n_1 > n_2\), the refracted beam will therefore always have a larger angle from the perpen-
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**Figure 2.7:** Principle of TIRF microscopy. (A) Incoming light with an incident angle equal or larger $\theta_C$ is totally refracted on the phase interface between two media with refraction indices $n_1$ and $n_2$ ($n_1 > n_2$) generating an evanescent wave whose low penetration depth allows only excitation of fluorophores in close distance to the interface. (B) A vector diagram illustrates the processes involved in refraction and total internal reflection. A propagating wave $\vec{k}_1$ incoming under angle $\theta_1$ is refracted at the interface of Phases I and II returning a reflected ($\vec{k}_{2,refracted}$) and a refracted beam ($\vec{k}_{2,refracted}$). The latter, which has an angle $\theta_2$ from the perpendicular axis, is not observed in the case of total internal reflection. $k_{1z}$ and $k_{2z}$ represent the $z$-components of $k_1$ and $k_{2,refracted}$, respectively.

When $\theta_1$ is gradually increased, $\theta_2$ will eventually reach $90^\circ$ whereupon Eq. 2.13 can be transformed into

$$\sin \theta_1 = \frac{n_2}{n_1} \quad (2.14)$$

where $\theta_1 = \theta_C$ is defined as the critical angle. For all $\theta_1 \geq \theta_C$, the incoming beam is totally reflected at the phase interface and no refracted propagating beam in Phase II can be observed. For example, at the interface between a glass cover slide with $n_1 = 1.52$ and an aqueous solution with $n_2 = 1.33$, $\theta_C$ would be $61.0^\circ$.

According to Figure 2.7B, the magnitude of the refracted wave propagating in z-direction $k_{2z}$ is connected to $\theta_2$ and the magnitude of $\vec{k}_{2,refracted}$ by the following equation:

$$\cos \theta_2 = \frac{k_{2z}}{k_{2,refracted}} \quad \text{or} \quad k_{2z} = k_{2,refracted} \cos \theta_2 = k_{2,refracted} \sqrt{1 - \sin^2 \theta_2} \quad (2.15)$$

Using Eq. 2.13, this expression can be transformed to:

$$k_{2z} = k_{2,refracted} \sqrt{1 - (n_1^2/n_2^2) \sin^2 \theta_1} \quad (2.16)$$

In the case of total internal reflection, which is given when $\theta_1 \geq \theta_C$, $k_{2z}$ will be imaginary. This result seems plausible as it proves the absence of a propagating wave penetrating into Phase II under the given conditions. In order to understand why there is still an evanescent electromagnetic field that is able to overcome the interface, it is necessary to focus on the distinction between propagating and evanescent waves, which is a result of the general wave equation describing the electromagnetic field $E$ at time $t$ and spatial coordinate $\vec{r}$ as:

$$\vec{E}(\vec{r}, t) = E_0^\parallel [e^{i(\vec{k} \cdot \vec{r} - \omega t)} + e^{-i(\vec{k} \cdot \vec{r} - \omega t)}] \quad (2.17)$$

The connection between spatial and temporal frequencies, $k$ and $\omega$, is $|\vec{k}| = \frac{\omega}{c} = \frac{2\pi}{\lambda}$ where $c$ is the speed and $\lambda$ the wavelength of light. If the spatial term in Eq. 2.17 is real, the resulting
wave will propagate in the form of a sine wave whereas an imaginary term will result in an evanescent wave with a mean decaying length of $1/|\vec{k}|$

As $k^2$ can also be expressed by the sum of its squared contributions for the different spatial directions as well as $r^2$ ($k^2 = k_x^2 + k_y^2 + k_z^2$ and $r^2 = r_x^2 + r_y^2 + r_z^2$), Eq. 2.17 can also be written as:

$$
\vec{E}(\vec{r}, t) = E_0[e^{-i\omega t}e^{ik_x r_x + ik_y r_y + ik_z r_z} + e^{i\omega t}e^{-ik_x r_x - ik_y r_y - ik_z r_z}]
$$

When an imaginary value of $k_{2z}$, which is obtained by Eq. 2.16 in the case of total internal reflection, is inserted into the term of Eq. 2.18 describing the propagation of the wave in $z$-direction, the corresponding expression $e^{-k_{2z} r_z}$ will now describe a wave in $z$-direction, $\vec{E}_z$, with an exponential decay. As the amount of absorption of light by bound electrons is proportional to $|\vec{E}|^2$, the penetration depth $d$ of an evanescent wave is usually defined as the depth where $|\vec{E}_z|^2$ has declined to $1/e$. Using Eq. 2.16 and $|\vec{k}| = \frac{2\pi}{\lambda}$, $d$ can also be expressed on the base of the respective refraction indices, the wavelength of light and the angle of the incoming light:

$$
d = \frac{\lambda}{4\pi (n_1^2 \sin^2 \theta_1 - n_2^2)}
$$

For instance, a penetration depth $d$ of approximately 200 nm would be obtained by Eq. 2.19 using the values from the previous example with $n_1 = 1.52$ and $n_2 = 1.33$ assuming an angle of incident of 63.0° and a wavelength of light of 642 nm.

**Figure 2.8:** Different realization approaches for TIRF microscopy. Excitation (dark gray) and detection pathways (light gray) are shown for (A) prism-, (B) waveguide- and (C) objective-type TIRF microscopy.

There are three major approaches for technical realization of TIRF microscopy (TIRFM), which are depicted in Figure 2.8. In the first approach (Figure 2.8A), the excitation beam is directed into a glass prism at an angle large enough for total internal reflection at one of the outer surfaces. Hence, it is possible to generate e.g. an evanescent field at the bottom side of the prism. The sample has to be placed below this prism in the range of the evanescent field and the emitted fluorescence can be detected with the help of an objective that is placed on the other side of the slide. Although this setup is quite intuitive and offers various applications in the field of single-molecule and in vitro studies, the required sample configuration can be disadvantageous. Particularly, imaging of cells is technically challenging as it is difficult to place a
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For a long time, the diffraction limit was believed to be the utmost barrier for further improvement of the resolution capability of far-field light microscopes. It was assumed that the way towards better images could only lead over techniques like confocal microscopy [22] or TIRFM that principally increase resolution by enhancement of image contrast according to Sparrow’s resolution criterion (cf. Sections 2.2.2 and 2.2.3). However, many biological processes on the cellular level occur on a much smaller scale making it impossible to resolve them simply by contrast enhancement. For these applications, methods providing a higher resolution than the diffraction limit are required, which can be summarized under the term of super-resolution microscopy.

One way to evade the diffraction limit of light is near-field scanning optical microscopy, which had already been proposed in the 1920’s [37] and was technically realized about sixty years later [38, 39]: it aims at using the optical near-field that is not subject to the far-field diffraction limit. However, near-field microscopy is still technically highly challenging compared to far-field microscopy. Furthermore, imaging is limited to the low penetration depth of the near-field of ~200 nm that allows only surface imaging similar to TIRFM. Near-field scanning microscopy further requires scanning of the sample with either a tip or an aperture, which can both serve as near-field sources and which have to be brought in close proximity to the sample.

When looking for other options to increase optical resolution as defined by the Rayleigh criterion, an approach to increase the resolution $\Delta x$ obtained by Eq. 2.6 would be to reduce the excitation wavelength. For example, the use of X-ray beams would provide excitation wavelengths smaller than 200 nm, allowing $\Delta x$ to be smaller than 100 nm. Recent developments showed that is possible to achieve resolutions down to approximately 10 nm with X-ray microscopy [40]. Another option would be the use of non-optical techniques, where electron microscopy methods...
are the most prominent examples. With SEM, a resolution down to 3 nm is obtainable [41] and TEM is able to go even further to resolutions below 1 nm [42]. However, all these techniques come along with a number of drawbacks compared to light microscopy especially for imaging of biological samples where the invasiveness caused by the use of X-ray or electron beams is evidently one of the most critical ones. Both are highly energetic and can easily damage a sensitive structure. As a consequence, this allows only imaging of fixed samples and thereby also rules out any form of live cell or in vivo experiments. Special demands regarding sample preparation have to be considered as well: for example, the surface of samples for SEM has to be conducting. This requires metal coating in case of biological samples, which obviously means a massive modification of the sample. Furthermore, optical microscopy makes it much easier to differentiate between different structures as it is possible to label diverse structures specifically with differently colored dyes. Due to all these reasons, it would be beneficial to combine the advantages of optical microscopy as described in Section 2.2.1 with increased resolution. This would provide an eminently suited method to obtain so far unknown details of structures and processes on the nanoscale without the limitations of non-optical methods.

2.3.1 Localization-based super-resolution microscopy

In Section 2.2.2, it was shown that the constraint in separating two fluorescent emitters in close proximity is based on the merging of their respective PSFs. Therefore, it seems obvious that this problem does not occur if only one fluorescent emitter is present in a diffraction-limited area. If this is the case, the position of the single fluorophore can be detected with very high precision by fitting the PSF signal to an appropriate model function. This can either be the exact Bessel function or, to a good approximation, a two-dimensional Gaussian function as e.g. given by Eq. 2.9. The centroid position of the Gaussian corresponds to the position of the original molecule, which can thus be localized with a very high accuracy [43]. Today, localization precisions below 10 nm can be reached in the lateral dimensions [44, 45]. When the PSF can be approximated by a 2D Gaussian function and all sources of noise except of shot noise [46], which is a result of the particle character of light (see Section 3.1.3), can be neglected, the localization accuracy $\Delta x$ is inversely proportional to the square root of the number of photons $N$ that were collected. However, other sources of noise can increase $\Delta x$ (see also Section 2.3.2), which is then given by

$$\Delta x \geq \frac{\sigma_x}{\sqrt{N}} \tag{2.20}$$

where $\sigma_x$ is the PSF standard deviation in the respective dimension.

Due to limited technical capacities in the past, imaging of single molecules was considered to be only hypothetical or as Erwin Schrödinger said it in 1952 [47]: “(...) we never experiment with just one electron or atom or (small) molecule. In thought-experiments we sometimes assume that we do (...)”. However, it was not possible to foresee the rapid development of highly advanced techniques such as extremely sensitive detectors that finally proved Schrödinger wrong in this case. William E. Moerner was the first to measure the absorption spectra of a single molecule embedded into a host crystal at cryogenic temperatures [11]. Based on this first breakthrough, the technique was subsequently extended to fluorescence imaging in solution first at cryogenic [48] and later also at biologically relevant temperatures [49].

Localization of single fluorophores alone, however, does not allow the visualization of a complex structure with high resolution. These structures have to be marked with many fluorophores in order to avoid undersampling and to fulfill the Nyquist-Shannon criterion as given by Eq. 2.11 [29]. When this statement is transfered to the problem of labeling density, this means that the
resolution cannot be better than twice the distance between the distinct labels. For this reason, a high labeling density is required, what inevitably leads again to a situation where the distance between two fluorophores is smaller than the diffraction limit.

---
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![Diagram of conventional and super-resolution imaging](image)

**Figure 2.9:** Principle of localization-based super-resolution methods. (A) A conventional, diffraction-limited image cannot separate the merging PSFs of two adjacent fluorescent emitters. (B) The fluorophores are successively activated (solid lines) and deactivated (dotted lines) and the centroid positions of the detected PSFs are determined with high accuracy. (C) Demonstration of the method on a hypothetical arrangement of fluorophores. The structure cannot be resolved in the conventional image (step 1), but stochastic activation and deactivation of single fluorophores (steps 2-4) gradually reveals the underlying pattern by summing up the position of all localized emitters (step n) (large gray circles: activated fluorophores, filled black circles: localized fluorophores, empty circles: fluorophores still to be localized).

In 1994, Eric Betzig presented an idea [7] how this problem could be overcome, which is visualized in Figure 2.9A and B: He suggested to label the respective structures with fluorophores that can be switched between a dark and a bright state in a way that only one fluorophore is emitting photons in a diffraction-limited spot at a time. For example, two fluorophores within a distance smaller than the diffraction limit as depicted in Figure 2.9A cannot be distinguished when both are in an active, fluorescing state. In Figure 2.9B, the two emitters are imaged sequentially using the ability of the dyes to switch between dark and bright states. By this means, it can be achieved that only one of them is active in each step of data acquisition whereas the other is in a dark state. The positions of the fluorophores can now be sequentially localized independently of each other and the calculated positions can be used afterwards to render a
high-resolution image. Typically, the activation and deactivation process is stochastic and only the average switching rate can be influenced.

Figure 2.9C shows how this principle can be applied to a more complex hypothetical sample: the underlying structure cannot be resolved when all fluorophores are active at the same time (Figure 2.9C, step 1). As a result, a situation has to be reached, where only so many fluorophores are active that their PSFs do not interfere with each other (Figure 2.9C, step 2). It is important to emphasize that the number of stochastically activated molecules in each activation step has to be low to keep the probability of activating more than one fluorophore in a diffraction-limited area low. It is obvious that this would have a considerably negative impact on resolution and quality of the respective image. In summary, it can be stated that best results can be achieved when the probability for activation is low whereas the probability for deactivation is high. In the following steps (Figure 2.9C, step 3 and 4), all active fluorophores are deactivated and others are activated stochastically. The cycles of activation and deactivation are subsequently repeated \( n \) times until it can be assumed that all fluorophores have been activated and imaged at least once. Depending on the number of fluorophores and sample size, a high number of cycles might be required to obtain the complete image. The localization of the fluorophores can be carried out either immediately after registration of the respective event, or – what is more common – after data acquisition concludes. After data acquisition and particle localization, the combined localizations finally lead to a super-resolution image (Figure 2.9C, step \( n \)), which reveals the actual structure of the sample.

There are several ways how to experimentally realize the required stochastic switching of fluorophores, which are summarized in Table 2.1 and will be discussed in detail below. Depending on the fluorescent label, different names for localization-based super-resolution methods have been coined although all of them follow the principle as it is described in Figure 2.9. Independently of the respective dye, imaging is typically performed on a conventional widefield or TIRF microscope as described above. Apart from the straightforward approach for this kind of microscope, it allows fast data acquisition combined with a sufficient photon detection efficiency, which is required to achieve a high localization accuracy (Eq. 2.20 and Section 2.3.2) and image resolution.

**Table 2.1: Overview of different localization-based super-resolution methods using stochastic activation and deactivation of fluorophores**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Fluorophore</th>
<th>Activation step</th>
<th>Deactivation step</th>
</tr>
</thead>
<tbody>
<tr>
<td>STORM</td>
<td>photo-switchable organic dyes</td>
<td>Low power pulse ( \rightarrow ) triplet ( \rightarrow ) singlet conversion induced by energy transfer</td>
<td>High power pulse ( \rightarrow ) singlet ( \rightarrow ) triplet conversion induced by high laser power</td>
</tr>
<tr>
<td>dSTORM</td>
<td></td>
<td>High power pulse ( \rightarrow ) triplet ( \rightarrow ) singlet conversion induced by high laser power</td>
<td>High power pulse ( \rightarrow ) singlet ( \rightarrow ) triplet conversion induced by high laser power</td>
</tr>
<tr>
<td>PALM/ fPALM</td>
<td>photo-switchable fluorescent proteins</td>
<td>Low power pulse ( \rightarrow ) conformational change</td>
<td>High power pulse ( \rightarrow ) photobleaching or conformational change</td>
</tr>
</tbody>
</table>
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2.3.1.1 Photoactivated Localization Microscopy (PALM)

Photoactivated Localization Microscopy (PALM), which is based on photoinduced activation or spectral shifts of fluorescent proteins, was the first localization-based super-resolution microscopy method, which was published [9]. In 2006, Betzig et al. succeeded to present the experimental realization of the method Betzig had proposed earlier [7] although it has to be mentioned that Hess et al. independently developed a very similar method shortly afterwards that they called Fluorescence Photoactivation Localization Microscopy (fPALM) [50]. Eric Betzig received the Nobel Prize in Chemistry for this achievement in 2014 together with Stefan Hell, the inventor of Stimulated Emission Deletion Microscopy (STED, Section 2.3.4) and William E. Moerner, who – apart from his work on single molecule fluorescence detection – was the first to discover a fluorescent protein showing photoconversion. This class of proteins shows an emission that can switch between dark and bright states or between different colors due to conformational changes that can be effectuated by irradiation with light of a certain energy.

Although the Green Fluorescent Protein (GFP) was already discovered in 1962 by Shimomura et al. [51], it was Moerner who found a version of GFP that would go to a dark, non-fluorescent state upon irradiation with blue light at 488 nm as a result of light induced conformational changes of the protein structure. Upon irradiation at 405 nm, it can be converted back to a fluorescent state with an absorption maximum at approximately 500 nm and an emission maximum at 535 nm [52]. These properties can be used for super-resolution imaging according to the principles described above: The photoswitchable protein is tagged to the structure of interest and the sample is exposed to activation-deactivation cycles: First, a laser pulse at a wavelength of 405 nm is used for activation. The power is kept low in order to keep the probability for photoconversion low as it has to be ensured that only one fluorescent emitter is activated within a diffraction-limited area. After activation, the converted, fluorescent state can be imaged by excitation at 488 nm and the detected fluorophores can be localized. The same wavelength will also eventually convert the molecules back to the non-fluorescent state. A high laser power (in this case at 488 nm) increases the probability of conversion to the dark state and therefore accelerates the data acquisition process, which is essential for the study of dynamic processes.

In the case of the described GFP version, the protein switches from a dark to a bright state and back in a reversible process and many switching cycles of a single molecule can be observed until it is eventually photobleached. However, there are also many examples of fluorescent proteins where photoconversion is irreversible. Here, only photobleaching can be used to switch of fluorophores once they were activated. Additionally, switching is not only possible between dark and bright states but emission wavelengths of fluorescent protein can also switch between two different colors of the visible spectrum. An example for a fluorescent protein that is switched both irreversibly and from one visible color to another, is the mEos protein, which is the monomeric form of tetrameric EosFP. The protein was originally isolated from stone coral Lobophyllia hemprichii [53] and has its absorption and emission maximum in the green part of the electromagnetic spectrum (506 nm and 516 nm, respectively). Irradiation with UV light induces conformational changes that result in red-shifted absorption and emission maxima at 571 nm and 581 nm, respectively. As mentioned before, the process is irreversible, which means that the red state is monitored after activation until the molecule is photobleached.

An advantage of PALM compared to other super-resolution techniques is its compatibility with living systems. It is, for example, possible to make a cell express a DNA construct that encodes a mutant of the protein of interest that is fused to a fluorescent protein. This overcomes the need of procedures such as sample fixation or membrane permeabilization that cannot be brought in accordance with living systems. There is also no requirement of a special imaging buffer as for other methods (see below). However, this approach also brings a significant draw-
back: tagging fluorescent proteins to other proteins is always risky as the tag can change the behavior of the original protein sometimes even to a point where it is no longer functional. Furthermore, the number of photons emitted by fluorescent proteins is typically lower than for e.g. organic fluorescent dyes, which, according to Eq. 2.20, results in a loss of localization accuracy. Therefore, despite their advantages, it would be desirable for super-resolution microscopy to utilize further classes of suitable fluorophores without the disadvantages of fluorescent proteins.

2.3.1.2 Stochastic Optical Reconstruction Microscopy (STORM)

One alternative though closely related method to PALM is called Stochastic Optical Reconstruction Microscopy (STORM), which was published by Rust et al. [10] in the same period of time as PALM and fPALM. The main difference to PALM is the class of fluorophores that is used: instead of photoconvertible fluorescent proteins, organic fluorescent dyes are used here. In fact, many organic dyes provide the required ability to switch between two different fluorescent states. However, in order to be suitable for super-resolution microscopy, they ideally need to have three further characteristics in order to be able to provide good results [54]: First, they should emit a high number of photons in order to achieve a high localization accuracy (see Eq. 2.20 and Section 2.3.2). For the same reason, it is secondly favorable to obtain as many switching cycles as possible before photobleaching occurs. Finally, the average time the dyes spend in the ‘on’-state, which is the state that is used for imaging, should be short compared to the time in the dark state in order to keep the probability of multiple activations as low as possible.

Among various potential dye classes such as photochromic rhodamines [55] and caged dyes [9, 56], fluorescent dyes that can be switched to a metastable dark state like a triplet-state [57, 58] have been proved to fulfill these conditions best. Especially the cyanine dyes Cy5, Alexa Fluor 647 and, to a certain extent, also Cy3 stand out in optimal switching properties for STORM [54]. The underlying photophysical mechanism has not been fully understood, although there is some evidence for the involvement of a triplet state: it is indicative that blinking only occurs in the absence of any kind of triplet quencher such as oxygen. This means that STORM experiments require an oxygen scavenger buffer (e.g. based on glucose oxidase [54]), which removes all oxygen from the surrounding medium. Switching of cyanine dyes further depends on the presence of a reducing agent like thiol agents (e.g. β-mercaptoethylamine or β-mercaptoethanol), which were found to build covalent conjugates with the dye [58]. The pathway of this reaction is assumed to lead over a triplet state as well. This was confirmed by van de Linde et al. [59] who could provide evidence for the formation of a metastable radical ion in the case of rhodamine dyes in the presence of thiol regents. Switching of cyanine dyes therefore consists of activation-deactivation cycles, where the deactivation corresponds to a reduction and the activation to an oxidation reaction.

As depicted in Table 2.1, the reduction causing deactivation by conversion of the molecule from singlet to triplet state can be triggered by excitation with high laser powers. Irradiation at the same wavelength and power can also be used to facilitate the required oxidation reaction that will eventually lead to a conversion from the dark triplet back to the fluorescent singlet state. This activation can be enhanced when a second dye (activator dye) with an absorption maximum lower than the actual monitored dye (reporter dye) is found in very close proximity to the reporter (distance < 10 nm) [60]. Excitation of the activator dye then triggers the conversion of the reporter dye from the dark to the bright state. It is assumed that an energy transfer from the activator dye to the dark state of the reporter dye is responsible for this phenomenon [61]. The observed distance dependence appears to be steeper than for Fluorescence Resonance Energy Transfer [20] but the details of the mechanism have so far remained unknown.
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Regardless of the photophysical aspect, the combination of activator and reporter dyes is an ideal tool for multi-color super-resolution imaging, which would allow the imaging of two distinct structures simultaneously in super-resolution. There are two different possibilities to combine activator and reporter dyes for this purpose [60]: On the one hand, the same reporter dye can be used for all structures and combined with different activator dyes for each of them to specifically activate only one of them at a time. On the other hand, different reporter dyes can be used for the distinct target structures and all of them are simultaneously activated by the same activator dye. The second approach requires a very accurate alignment of the detection channels for the respective colors on the nanoscale. Furthermore, chromatic aberrations and different switching kinetics of the various reporter dyes might cause problems. For example, different photon yields can lead to deviating optical resolutions. Therefore, the first approach is usually preferred although activation crosstalk might occur, which must be corrected [60]. This is, for example, the case when the excitation spectra of the respective activator dyes overlap and are to a certain extent excitable with more than one of the used activation wavelengths. Furthermore, there is also a certain probability that activation of cyanine dyes through oxidation occurs spontaneously in addition to activation.

2.3.1.3 Direct Stochastic Optical Reconstruction Microscopy (dSTORM)

As mentioned before, the presence of an activator dye is actually not essential for the switching of the cyanine dyes. Heilemann et al. [62] developed a modification of STORM in 2008 that they called ‘direct STORM’ or dSTORM, which uses only the reporter dye. One option to realize dSTORM is to exploit the fact that activation and deactivation can be achieved with the same wavelength when the power is high enough. Although high laser powers are desirable for imaging of the reporter dye in STORM as well to obtain fast switching cycles, it is an absolutely indispensable requirement for dSTORM. It is also possible, despite the absence of an activator dye, to use two separate wavelengths in dSTORM for both steps although higher laser powers are required for activation than is the case in STORM. It has not been clarified how this mechanism works in detail although it was shown [59] that the metastable triplet states formed in the presence of thiol regents show absorption peaks in a spectral range between 350 and 550 nm, which are wavelengths that are typically used for activation in STORM (e.g. 488 nm for activation of Cy5). Another technique that is based on the same observation and used the switch of photochromic rhodamines, was presented by Fölling et al. [55, 57] and called ground-state depletion and single-molecule return (GSDIM).

dSTORM has the clear advantage compared to STORM that it is no longer necessary to occupy labeling positions on the target structure with a dye that is not actually imaged. When all positions can be used for the reporter dye, the apparent labeling density increases and therefore also the achievable resolution according to the Nyquist-Shannon criterion becomes better. Furthermore, sample labeling for dSTORM is less challenging as the condition is omitted to bring two different dyes in a distance close enough to allow the required energy transfer for STORM. On the contrary, STORM has proven to be superior in multi-color applications as the use of specific activator dyes for different structures allows specific activation of those reporter dyes that are attached to these structures and separate them from each other. The only option for multi-color dSTORM imaging is the use of multiple reporter dyes. However, deviating switching kinetics for the different dyes might be unfavorable, which might result in the same problems as for STORM with different reporter dyes.
2.3.2 Determination of resolution in STORM and PALM

In order to be able to evaluate the quality of STORM and PALM images, it is mandatory to find a comparable way to define and calculate the resolution of the reconstructed high-resolution images. The latter can be limited by two factors: the first is based on the accuracy with which a single fluorescent emitter can be localized whereas the second, called structural resolution, is given by the fact that the actual sample and the attached label (like e.g. antibodies, fluorescent proteins) have a finite size. The original structure will therefore be increased by the size of all molecules the label consists of. In the case of immunostaining, when both primary and an additional secondary antibody binding to the primary antibody are used, the size of the structure can increase by more than 50 nm as will be demonstrated later (Section 3.5). This again involves the Nyquist-Shannon criterion, which states that the structural resolution of an image can never be higher than two times the distance between the respective labels. This means that if the distance between the labels gets larger just because of the intrinsic size of the label, the ultimate limit for the best achievable resolution will get worse. In this context, it is also important to achieve a good labeling density. If the latter is low, the structural resolution decreases as well.

Whereas the structural resolution represents the lowest limit for resolution in super-resolution microscopy, this value can be compromised by the localization accuracy $\Delta x$. For a single fluorophore, $\Delta x$ can be statistically described by the standard error of the mean (see also Eq. 2.20)

$$\langle (\Delta x)^2 \rangle \approx \frac{\sigma^2}{N}$$

where $\sigma$ is the standard deviation of the PSF of the detected fluorescence signal and $N$ the number of collected photons. However, this formula only considers photon noise and ignores other error sources such as pixelation noise caused by the finite size of each pixel $a$ and background noise $b$. For this purpose, Eq. 2.21 can be extended as shown by Thompson et al. [43] finally obtaining the following expression:

$$\langle (\Delta x)^2 \rangle = \frac{\sigma^2 + a^2/12}{N} + \frac{4\sqrt{\pi} \sigma^3 b^2}{aN^2}$$

(2.22)

An effect that is not addressed by Eq. 2.22 is the influence of fluorescence anisotropy on localization accuracy. When a fluorescent molecule is not able to rotate freely, the respective dipole orientation has a significant effect on the shape of the observed PSF. For particles with a fixed dipole orientation at the interface between a glass slide and an aqueous imaging medium, an additional localization error up to 10 nm can occur [63], which can increase up to 40 nm in the presence of optical aberrations [64]. However, when the emitters are able to rotate freely, these effects are negligible, which is for example the case when dye molecules are linked to the respective structure by an aliphatic chain.

The theoretical minimum of localization precision is given by the Cramér-Rao lower bound (CRLB) that calculates the smallest variance achievable for any parameter set $p$ using the model function $f_p(x,y,z)$ (e.g. a Gaussian approximation). For example, the CRLB $\sigma^2_x$ for the localization precision in $x$ is given by the following expression where $N$ is the number of collected photons [65, 66]:

$$\sigma^2_x \geq \frac{1}{N \int \int \int f_p(x,y,z) \left( \frac{\partial f_p(x,y,z)}{\partial x} \right)^2 \, dx \, dy \, dz}$$

(2.23)
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It is important to point out in this context the difference between localization accuracy and the actual resolution. Whereas the first simply defines the accuracy with which the centroid of the PSF of a single fluorescent emitter can be localized, resolution is limited by the smallest distance of two fluorescent emitters that can be still distinguished as defined by the Sparrow criterion (cf. Section 2.2.2). This means that although localization accuracy gives a quite reasonable estimate for super-resolution image quality, the actual resolution may be worse as the occurrence of multiple activations cannot always be excluded or identified. It is obvious that the centroid position of a merged signal originating from two or more emitters in close proximity can still be calculated fairly accurately depending on photon statistics whereas resolution clearly decreases. In these cases, advanced analysis algorithms such as DAOSTORM [67] can help to provide a good high-resolution image nevertheless.

Typically, resolutions down to 20 nm are achievable with STORM although certain modifications allow even better results. Xu et al. [68] combined STORM with the concept of 4Pi microscopy that was developed by Hell et al. [69] before. Two objectives are placed on both sides of the sample allowing the detection of twice the amount of photons as with a conventional setup. Applied to a STORM experiment, it will as a consequence increase localization accuracy according to Eqs. 2.21 and 2.22. With this approach, which is called dualObjective STORM, resolutions down to 9 nm were reached. This value is close to the size of a single dye molecule, beyond which no further increase of resolution is possible with PALM, STORM or dSTORM without violating the Nyquist-Shannon criterion (Eq. 2.11).

2.3.3 Three-dimensional localization-based super-resolution imaging

STORM, dSTORM and also PALM have proven to be valuable methods to explore the world of nanoscopy. However, biology happens in the third dimension. Therefore, it would be beneficial to extend this method to localize the axial coordinates of the fluorophores as well. The challenge here is to extract this information from a two-dimensional image.

One approach was developed by Shtengel et al. [70]. Instead of using the raw shape of the PSF, they collected the emitted fluorescence with two objectives similar to 4Pi microscopy [69]. If the fluorophore is not exactly in the middle between both objectives, this results in two detection pathways with different lengths. If these two beams are recombined, the emitted photon will interfere with itself. The interference pattern depends on the different pathway lengths, which can be used to deduce the position of the emitter. This approach has provided the highest achievable axial resolutions compared to all other super-resolution techniques (Table 2.2). However, it is technically highly challenging as it depends on most accurate alignment of the system to generate the required interference pattern.

Table 2.2: Lateral and axial resolutions achievable with different 3D localization-based super-resolution methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lateral</td>
</tr>
<tr>
<td>iPALM [70]</td>
<td>23 nm</td>
</tr>
<tr>
<td>Biplane iPALM [71]</td>
<td>30 nm</td>
</tr>
<tr>
<td>Astigmatism [72, 73]</td>
<td>20 nm</td>
</tr>
<tr>
<td>Dual-objective astigmatism [68]</td>
<td>9 nm</td>
</tr>
</tbody>
</table>

A more straightforward method deduces the axial position of a fluorescent emitter from the PSF shape. Even in a conventional widefield microscope without any modification, some –
though limited – information about the axial position is provided. The left part of Figure 2.10A shows the detection pathway of a conventional widefield microscope. The objective lens transforms light emitted by the fluorophore into a collimated beam and another lens subsequently focuses it onto the detector. If the object is significantly smaller than the diffraction limit, its observed image will then correspond to the PSF of the system (cf. Section 2.2.2). Depending on the position of the imaged object relative to the focal plane, the size of the PSF will change. When the emitter is in focus, it will appear the smallest and become larger in size with increasing distance of the emitter from the focal plane. Thus, the axial distance form the focal plane of a single, diffraction-limited fluorescent emitter can be deduced from the size of the detected PSF. However, this method is not able to differentiate whether the fluorophore is above or below the focal plane.

In order to make these two sites distinguishable, Juette et al. [71] presented an approach named Biplane fPALM. They suggested to split the detected fluorescence signal into two parts after passing the lens that focuses the beam onto the detector with the condition that the pathway of one of the two beams to the detector is longer than the other. As a consequence, only one of them is in focus. From the difference between the focused and the defocused image, the axial position can be calculated. A slight drawback of this method is the fact that the imaging region of the CCD detector has to be split into two regions, which reduces the available field of view. Alternatively, two separate detectors can be used to perform 3D imaging.

Another approach, which was used in this thesis and which is based on the same idea, requires even less modifications of the detection pathway. An idea was transferred to STORM that had already been applied to single particle tracking [74]: a weak cylindrical lens is introduced into the detection pathway of the microscope as depicted in the right part of Figure 2.10A. A cylindrical lens focuses the light in only one direction, which results in a focal line instead of a focal point that one would obtain for a normal lens. If the focal length of the cylindrical lens is relatively long (here typically in the range of 1 up to 10 m), it will only introduce an astigmatism to the PSF. As indicated by the dotted line in Figure 2.10A, the focal plane for one

Figure 2.10: 3D super-resolution microscopy using optical astigmatism. (A) The focal plane of one optical direction is shifted upon introduction of a weak cylindrical lens into the detection pathway of an optical microscope resulting in an astigmatism of the detected PSF (B).
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direction will be slightly shifted whereas the other remains unchanged. The effect on the PSF can be seen in the right part of Figure 2.10B: now, a unique, elliptic PSF shape can be assigned to each respective axial position. Huang et al. demonstrated that after taking a calibration measurement, it is possible to apply this principle on STORM [72, 73]. Typically, resolutions down to 50 nm in axial directions can be obtained with this approach. It provides slightly better axial resolution than Biplane fPALM and is comparable with both Biplane fPALM and iPALM regarding lateral resolution (Table 2.2). Although iPALM delivers a higher resolution, astigmatism-based 3D super-resolution imaging stands out by the small modifications of the microscope that are necessary to switch between 2D and 3D imaging. It has to be pointed out that the risk of introducing artifacts generated e.g. by optical aberrations increases with the number of optical elements. A method that only requires the insertion of a single lens doubtlessly reduces this risk significantly.

DualObjective STORM [68], which allows to increase the axial resolution beyond the limit given in Table 2.2 uses the configuration of a 4Pi microscope for imaging as described before. By this means, the number of collected photons can be doubled, which does not only increase lateral resolution by a factor of \( \sqrt{2} \) according to Eq. 2.21 but also axial resolution to a value of approximately 20 nm. This gain in resolution, however, comes along with significantly increased technical effort.

2.3.4 Overview over other optical super-resolution methods

This thesis focuses on the establishment of STORM and PALM. However, there are also other approaches to super-resolution microscopy, which come along with certain advantages and disadvantages compared to STORM and PALM. In general, these techniques can be divided into stochastic-based methods, which include also STORM and PALM, and approaches where active modeling of the PSF shape brings gain in resolution.

One stochastic method that is closely related to STORM and PALM is Super-Resolution Optical Fluctuation Imaging (SOFI), which was developed by Dertinger et al. [75]. It exploits the stochastic blinking behavior of fluorescence dyes but instead of performing a localization of the centroid, SOFI is based on pixel-wise temporal correlation of the intensity of a fluorophore. For a correlation of order \( n \), the nominal resolution would be increased by a factor \( \sqrt{n} \). However, SOFI is very sensitive to photobleaching of dyes during imaging, which results in correlation of fluorescence with background noise. Compared to fluorophores that do not bleach, this leads to brightness artifacts in the super-resolution image, which decrease image quality for correlation orders higher than \( \sim 4 \) [76]. SOFI is expendable for 3D imaging although it requires scanning at different axial image planes and SOFI has to be applied to each of these planes separately [75, 77].

Another localization-based approach focuses more on improvement of sample preparation and labeling efficiency. Point Accumulation for Imaging in Nanoscale Topography (PAINT) was first developed by Sharonov et al. [78] and exploits reversible electrostatic or hydrophobic interactions between a fluorescent dye and the sample. When the dye binds only for a short period of time before detaching again in a way that only one dye attaches in a diffraction-limited area at a time, this dye can localized with high accuracy as it is the case in STORM and PALM. For example, it is possible to use dyes with a high affinity to lipid membranes for specific labeling [78]. However, the field of application of this method is limited to the availability of specific dyes for a specific structure. For this reason, PAINT was developed further by Jungmann et al. with the modifications DNA-PAINT [79] and Exchange-PAINT [80]. The principle of DNA-PAINT is to attach the respective fluorescent label to a DNA strand (‘imager strand’), which will bind
to a complementary DNA strand that is bound to the sample (‘docking strand’). As DNA pair
binding is highly specific, the risk of unspecific labeling decreases significantly. A limitation
of this method in cellular experiments is, however, that this specificity can be limited by the
specificity with which the docking strand is bound to the respective structure. If the docking
strand is, for example, attached to an antibody, which in turn will bind to a specific protein,
the specificity of the antibody has to be evaluated carefully. Exchange-PAINT further enhances
the method for multi-color imaging. All structures of interest are labeled with docking strands
orthogonal to each other. Imager strands for one of the structures are then added in a first
step and washed away after imaging before proceeding with the next structure. By this means,
the entire sample can be imaged by using only one fluorophore therefore avoiding any kind of
chromatic aberrations or crosstalk.

In contrast to the methods described so far, Stimulated Emission Depletion (STED), which
was first theoretically described by Hell [6] before realized [8], does not rely on stochastic
blinking but seeks to model the PSF actively: as depicted in Figure 2.11A, several picoseconds
after the excitation pulse, a doughnut-shaped pulse is applied, which stimulates emission in the
outer area and spontaneous fluorescence is only observed from the smaller spot in the middle.
As a photon emitted by stimulated emission has the same wavelength as the triggering photon,
the wavelength of the stimulated emission signal can be therefore be chosen to match the
smallest possible transition energy between \( S_1 \) and \( S_0 \) as depicted in Figure 2.11B. In this case,
spontaneous emission signal with longer wavelengths can easily be separated from stimulated
emission. In theory, the achievable resolution of a STED microscope therefore depends on how
small the minimum in the middle of the doughnut-shaped pulse can be made. Typically, STED
achieves resolutions in the range between 30 and 70 nm in the lateral dimension, although
resolutions below 20 nm have been reported [81]. The method can further be extended to
the third dimension [82]. Whereas STED data acquisition time is considerably faster than
for STORM and PALM, the higher technical effort for a STED microscope compared to a
STORM or PALM microscope has to be considered as well as a lower suitability of STED for
living samples compared to PALM as the high laser powers are often incompatible with living
organisms.

Figure 2.11: Principle of STED. (A) A doughnut-shaped STED pulse (orange) is applied pi-
coseconds after the excitation pulse (green) forcing relaxation of all excited states except for
the middle area, therefore reducing the size of the PSF of the observed signal from sponta-
neous emission (red) below the diffraction limit. (B) A simplified Jablonski diagram illustrates
absorption (green), stimulated (orange) and spontaneous emission (red) and vibrational re-
 laxation (brown) processes involved in STED.
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Experimental setup and analysis methods for STORM

3.1 Experimental setup

In order to perform super-resolution microscopy imaging, a microscope setup was assembled. Overall, the system was designed as a combined widefield and objective-type TIRF microscope allowing both kinds of illumination modalities. Special focus was put on high mechanical stability including a home-built perfect focus system in order to allow nanometer-precise measurements required for localization-based super-resolution microscopy.

3.1.1 Instrumentation of the STORM setup

A schematic of the built STORM setup is shown in Figure 3.1. All optical elements incorporated into the microscope are mounted on a vibration isolated optical table (KNS Series, Newport, Irvine, CA, USA) to absorb potential percussions without affecting the optical settings. Mirrors shown in the setup scheme correspond to broadband dielectric mirrors (BB1-E02 or BB2-E02, Thorlabs, Dachau, Germany).

Excitation is based on continuous wave (cw) lasers with emission wavelengths of 405 nm (LuxX 405-120, Omicron Laserage, Rodgau, Germany), 488 nm (LuxX 488-60, Omicron Laserage, Rodgau, Germany), 561 nm (CL561-025, CrystaLaser, Reno, NV, USA, later replaced by Cobolt Jive 300, Cobolt, Solna, Sweden) and 642 nm (PhoxX 642, Omicron Laserage, Rodgau, Germany). For laser beam alignment, beam displacers (custom product, PicoQuant, Berlin, Germany) are placed in front of every laser, which allow the direction of the beam to be changed in both the horizontal and vertical directions. The 561 nm laser is reflected by a mirror and aligned with the other laser lines by appropriate dichroic mirrors (F48-502, F73-611 and F38-M01, AHF Analysentechnik, Tübingen, Germany). Another mirror then directs the aligned beams onto an acousto-optical tunable filter (AOTF, TF525-250-6-3-GH18A, Gooch & Housego, Ilminster, UK), which allows the selection of individual laser lines and power by tuning frequency and power of the oscillating wave coupled to the AOTF.

Behind the AOTF, a set of two consecutive achromatic lenses with focal lengths $f = 10\, \text{mm}$ (AC254-010-A, Thorlabs, Dachau, Germany) and $f = 75\, \text{mm}$ (AC254-075-A, Thorlabs, Dachau, Germany), respectively, expand the excitation beam in order to increase the field of illumination. In order to improve the shape of the beam profile, which is distorted by the AOTF, a pinhole with an opening size of $10\, \mu\text{m}$ (P10S, Thorlabs, Dachau, Germany) is placed in the back focal plane of the first lens. An achromatic lens with a focal length of $f = 300\, \text{mm}$ (AC254-300-A, Thorlabs, Dachau, Germany) focuses the expanded beam on the back focal plane of the microscope objective (SR Apo TIRF 100x/1.49 oil objective, Nikon, Tokyo, Japan), which results in...
Figure 3.1: Microscope setup scheme. A scheme of the built microscope with all incorporated optical elements is shown. It offers both widefield and TIRF excitation modalities (black) and detection of sample fluorescence (yellow) for 2D and 3D super-resolution microscopy. The system includes a perfect focus system (dark red) for increased stability.
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A polychroic mirror (Di01-R405/488/561/635-25x36, Semrock, Rochester, NY, USA) reflects the excitation beam and separates it from fluorescence emission. A 800 nm longpass dichroic beamsplitter (F43-800, AHF Analysentechnik, Tübingen, Germany) further couples in an infrared beam required for the implemented perfect focus system, which will be described in detail in the following section. The objective is mounted on a home-built microscope stage, which is shown in Figure 3.2. Integral parts of the stage are made out of Invar, which is a nickel–iron alloy that is known for its low thermal expansion coefficient [83]. This reduces thermal drift, which, together with the compact design of the stage, increases the mechanical stability. Two linear actuators (NSA12 in combination with NSC200 and NSC-SB controller, Newport, Irvine, CA, USA) allow lateral movement of the sample holder while the objective remains fixed. Coarse movement of the holder in the axial direction is driven by a high-resolution actuator (PZA12, Newport, Irvine, CA, USA) whereas fine adjustment is performed by a piezoelectric objective scanner (PD72Z1CA0, Physik Instrumente, Karlsruhe, Germany).

The excitation mode (widefield or TIRF) depends on the angle under which the collimated beam leaves the objective. This angle can be controlled by the displacement of the excitation beam from the center of the objective. When this off-axis-distance of the focused beam is zero, a collimated beam will leave the objective along the optical axis resulting in widefield excitation. The emission angle of the collimated beam can be increased with the off-axis-distance of the incoming beam. This will result in TIRF excitation when the angle exceeds the critical angle for total internal reflection (cf. Section 2.2.3). Two options were implemented into the setup to adjust the emission angle. First, the polychroic mirror that separates excitation and fluorescence emission is mounted on a linear stage (M-UMR5.25, Newport, Irvine, CA, USA) that allows the displacement of the excitation beam to be changed from the center of the objective to one edge. Second, a glass prism (WG11050-A, Thorlabs, Dachau, Germany), which is mounted on a motorized flip mount (MFF101/M, Thorlabs, Dachau, Germany), can be inserted into the beam path after the focusing lens. Depending on the tilt angle of the prism, the beam is shifted by a certain distance, which allows convenient switching between TIRF and widefield excitation modes.

The fluorescence signal collected by the objective is a collimated beam and after separation from perfect focus and excitation beam paths by the respective di- and polychroic mirrors, it passes a set of band pass filters mounted on a motorized filter wheel (FW102C, Thorlabs, Dachau, Germany) allowing the selection of distinct detection wavelengths. The system con-
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tains a 593/40 (FF01-593/40-25, Semrock, Rochester, NY, USA), a 700/75 (F47-700, AHF Analysentechnik, Tübingen, Germany) and a 535/22 (FF01-535/22-25, Semrock, Rochester, NY, USA) bandpass filter. The selected detection wavelength is then focused by an achromatic lens with \( f = 400 \text{ mm} \) (AC254-400-A, Thorlabs, Dachau, Germany) onto an EMCCD camera (DU860D-CS0-BV, Andor, Belfast, UK), which is controlled by Andor Solis software (version 4.19.3, Andor, Belfast, UK). The long focal length of the focusing lens was chosen due to the relatively small imaging area of the EMCCD camera with a dimension of 128 \( \times \) 128 pixel. The physical size of each pixel is 24 \( \times \) 24 \( \mu \text{m} \). On the one hand, magnification has to be chosen high enough to avoid that all detected photons of a PSF are collected by the same pixel, which would hinder accurate fitting of the PSF. On the other hand, the field of view should be large enough to allow efficient imaging. The use of a lens with \( f = 400 \text{ mm} \) results in a pixel size of 120 nm and therefore represents a good compromise for this setup. A cylindrical lens with a focal length of 3 m (1-PCL-1-D300, Altechna, Vilnius, Lithuania) can further be implemented between the focusing lens and the camera in order to perform 3D super-resolution imaging (cf. Section 2.3.3).

In order to facilitate the selection of appropriate imaging regions, the emitted fluorescence can also be detected by a CMOS camera (DCC1545M, Thorlabs, Dachau, Germany) with a larger imaging area of 1280 \( \times \) 1024 pixel but lower sensitivity. A flip mirror (MFF101/M, Thorlabs, Dachau, Germany), which is placed directly behind the filter wheel, allows switching between both detection channels. An achromatic lens with \( f = 150 \text{ mm} \) (AC150-400-A, Thorlabs, Dachau, Germany) is used to focus the beam onto the CMOS camera.

A field-programmable gate array (FPGA) mounted on a real-time controller (NI cRIO-9073, National Instruments, Austin, TX, USA), which is controlled by a home-written software created with LabView 2013 (National Instruments, Austin, TX, USA), triggers the EMCCD camera as well as the AOTF in order to synchronize the AOTF pulses with data acquisition. The software further allows programming of pulse sequences with changing laser lines in order to realize activation and deactivation cycles required for STORM and PALM as they were described in Section 2.3. The filter wheel is either triggered by the same software or is manually accessed by an additional program also written in LabView 2013. The second program further allows control of both NSA12 actuators for lateral movement of the sample holder as well as the PZA12 motor for axial movement.

3.1.2 Implementation and tuning of a perfect focus system for increased focus stability

Super-resolution techniques such as STORM and PALM often require long imaging times in order to collect the position of all stochastically switchable fluorophores. It is therefore crucial to ensure that the position of the optical focus does not change over the course of data acquisition. In order to increase focus stability, a home-built perfect focus system was implemented into the microscope setup. The system is based on an infrared (IR) 850 nm cw laser (DL852-100, CrystaLaser, Reno, NV, USA), which is focused on the back focal plane of the objective by an achromatic lens with \( f = 200 \text{ mm} \) (AC200-400-A, Thorlabs, Dachau, Germany). The off-axis-distance of the incoming beam to the center of the objective has be large enough to ensure total internal reflection. A 90:10 beam splitter (BSX11R, Thorlabs, Dachau, Germany) directs the larger part of the totally reflected beam onto a position sensitive detector (DUM-SPOTANA-9-USB-H, Duma Optronics, Nesher, Israel). As depicted in Figure 3.3A, a change in the focal plane caused by e.g. axial drift results in a shift of the reflected IR beam, which can be detected and measured by the position sensitive detector (PSD). An inevitable side effect of this design
is the fact that a considerable part of the incoming beam is lost at the 90:10 beam splitter. However, as the PSD only requires a minimal input power of 1 µW and the initial output of the IR laser is 100 mW, the remaining power reaching the detector (approximately 180 µW) is still high enough to achieve accurate measurements.

In order to analyze changes of the IR beam position on the PSD due to movement of the focal plane and to correct the axial position of the sample stage dynamically during data acquisition, a proportional-integral-derivative (PID) feedback mechanism [84–86] was implemented into the stage control software (cf. Section 3.1.1). A calibration measurement was performed to determine the magnitude of the shift of the IR on the PSD for a corresponding movement of the focal plane. For this purpose, the change of the IR beam position on the PSD was measured for varying movements of the piezoelectric scanner as shown in Figure 3.3B. A linear fit of the obtained values revealed that a movement of 1.0 µm on the detector corresponds to a 3.134 nm movement of the objective scanner. It has to be noted, however, that this calibration strongly depends on the current alignment of the system and may change slightly upon possible realignment.

As the term PID suggests, correction based on this mechanism is a sum of three different
correction terms that yields the response to an occurring error. The proportional term is based on the offset $D$ at a time $t$, which is the difference between the current and the initial position of the IR beam on the PSD. The response for this proportional term $R_P$ is then obtained by adjustment of factor $G_P$, which is called proportional gain constant:

$$R_P = G_P \cdot D(t)$$  \hspace{1cm} (3.1)

Proportional correction alone is, however, not capable to correct the offset perfectly. Small errors remain and will accumulate over time. An additional integral correction term sums up all those errors and returns an additional integral response $R_I$, which is adjusted by the associated integral gain constant $G_I$:

$$R_I = G_I \cdot \int_0^t D(t) \, dt$$  \hspace{1cm} (3.2)

In order to counteract potential overshooting by too large correction steps caused by the proportional and integral term, derivative feedback can be introduced as a third correction term $R_D$. If the corresponding derivative gain constant $G_D$ is correctly adjusted, it acts as a damping factor against overshooting:

$$R_D = G_D \cdot \frac{d}{dt} D(t)$$  \hspace{1cm} (3.3)

The total response $R$ is subsequently obtained by the sum of all three terms and the piezoelectric scanner is moved according to this value:

$$R = R_P + R_I + R_D$$  \hspace{1cm} (3.4)

PID based feedback control depends on careful selection of the parameters $G_P$, $G_I$ and $G_D$ in order to ensure effective and fast correction of occurring errors to keep the focus position stable as depicted in Figure 3.3C. At the same time, overshooting due to too fast correction has to be avoided. In this case, a situation might occur where a large correction step in one direction triggers another large correction step in the opposite direction, which will result in an oscillation as demonstrated in Figure 3.3D, where only the proportional term was used to visualize this effect. A method for effective calculation of the feedback parameters was described by Ziegler and Nichols [85]: first, all gains are set to zero before $G_P$ is set as high as possible without the system starting to oscillate. Based on this critical gain $G_{P,crit}$, the other parameters can be calculated using the following equations where $t_S$ is the time between two correction steps (50 ms in this case):

$$G_P = 0.6 \cdot G_{P,crit}$$  \hspace{1cm} (3.5)

$$G_I = (2 \cdot G_P)/t_S$$  \hspace{1cm} (3.6)

$$G_D = (G_P \cdot t_S)/8$$  \hspace{1cm} (3.7)

Figure 3.3C shows the signal fluctuations on the PSD with activated perfect focus applying the parameters calculated by Eqs. 3.5 - 3.7. It can be stated that the system offers a high degree of stability with a standard deviation of the signal of 7.4 nm. This value even lies below the size of typical dye molecules and therefore below the Nyquist-Shannon criterion (Eq. 2.11). This means that distortion of measurements through axial drift could be effectively eliminated and the focus position kept stable. Apart from its general significance for super-resolution imaging, this is an indispensable precondition especially for three-dimensional imaging as any axial drift would make accurate determination of axial positions highly inaccurate.
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3.1.3 EMCCD camera characterization and mapping

EMCCD cameras offer many advantages such as high photon detection efficiencies and signal-to-noise ratios. For these reasons, they are widely used as detectors for fluorescence microscopy, including this thesis. However, two additional calibration steps are necessary for an accurate analysis of the obtained images. This comprises conversion of camera counts into photons and alignment of images of different detection colors.

3.1.3.1 Count to photon conversion for EMCCD cameras

Data acquired by EMCCD cameras is usually not displayed by the respective software directly in the number of collected photons per pixel but in form of image counts, which include information about noise that is generated during data processing. However, the actual number of photons is required for quantitative comparison of data with data obtained on other systems as well as for reliable calculation of image resolution or localization accuracy by means of Eqs. 2.21 and 2.22. For this reason, the conversion factor between both values has to be determined, which requires some information about the working principle of an EMCCD detector.

The first point that one has to consider is the fact that although the average number of photons arriving at the detector per time is constant in the case of continuous wave laser sources, it is nevertheless subject to a Poisson distribution as a consequence of the particle character of light. This effect is called shot noise [46] and means that the mean number of detected photons $N_P$ is equal to its variance $\sigma_P^2$:

$$\frac{\sigma_P^2}{N_P} = 1 \quad (3.8)$$

The counts displayed in the final output image, however, do not follow a Poisson distribution. Error and noise sources, which arise from the operation mode of EMCCD cameras, influence the distribution and lead to the introduction of a correction factor $C$ into Eq. 3.8 with $N_C$ being the mean number of output counts and $\sigma_C^2$ the corresponding variance:

$$\frac{\sigma_C^2}{N_C} = \frac{\sigma_P^2}{N_P} \cdot C \quad (3.9)$$

As $\sigma_P^2/N_P = 1$ as stated by Eq. 3.8, $C$ is given by:

$$\frac{\sigma_C^2}{N_C} = C \quad \text{or} \quad \sigma_C^2 = C \cdot N_C \quad (3.10)$$

Noise contributing to $C$ is generated at various steps during data processing, starting with the initial detection of photons by an array of photodiodes, which is illustrated by the white area in Figure 3.4. Upon impingement of a photon on one of these diodes, which has a finite size and represents one pixel, an electron-hole pair is generated. However, due to thermal energy of the environment, there is a certain probability for additionally electron-hole pairs to be created that are called dark current. The latter can be effectively reduced by cooling the detector down. For example, for the model used in this thesis, only 0.002 additional electrons are generated in average by dark current per pixel and per second at a temperature of $-85^\circ C$ and can therefore be neglected. After exposure, the electrons are shifted to an opaque storage area of the array, which is shielded against photon impingement (illustrated by the gray area in Figure 3.4). This frame transfer process allows faster frame rates by parallelization of data acquisition and readout. The stored charges are subsequently read out row by row by serial
shifting to a readout register, which sequentially shifts each row of the image to the output node, where charges are converted into voltage, which is finally visualized in the form of camera counts.

Figure 3.4: Working principle of an EMCCD detector. Impingement of photons onto the photodiodes of the imaging area (white area) generates electron-hole pairs that are subsequently shifted to a storage area (gray area), from where they can be read out serially. In order to reduce noise generated by this readout process, the obtained charges can be multiplied in a multiplication register before they are converted to voltage, which are finally displayed in form of digital counts.

During this charge transfer process, it is possible that the original charge induces additional charges by impact ionizations. The number of these clock induced charges can be reduced to very small values (approximately 1 event per line) in modern EMCCD detectors but cannot be totally avoided.

Further noise is generated during charge-to-voltage conversion, which is called readout noise. In conventional CCD cameras, readout noise is usually about 45 electrons per pixel. In an EMCCD, however, an extended multiplication register is placed before the charge-to-voltage converter is performed that amplifies the original charge to a multiple in a serial array of multiplication steps before reading. The resulting amplification factor is called Gain $M$. As a consequence, the readout noise is reduced by a factor of $\sim 1/M$. As clock induced charges and dark counts are usually negligible at low temperatures, this readout noise remains as the most prominent noise source and its reduction is the main advantage of EMCCDs compared to normal CCDs. Nevertheless, noise cannot be suppressed completely, which is expressed by the video chain gain factor $A$, which is sometimes also referred to as the analogue-to-digital conversion factor [87]. Charge multiplying introduces an additional multiplication noise factor $F$ that is generated by the multiplication register. It has been shown [25] that $F$ converges to $\sqrt{2}$ when the number of multiplication steps is larger than 100, which is true for almost all modern EMCCD cameras.

As shown in [25], $\sigma_C^2$ can be calculated from $\sigma_P^2$ by Eq. 3.11 by means of $A$, $M$ and $F$ and the variances of the readout noise, $\sigma_R^2$, and the dark counts, $\sigma_D^2$:

$$\sigma_C^2 = A^2 M^2 F^2 (\sigma_P^2 + \sigma_D^2) + A^2 \sigma_R^2$$  \hspace{1cm} (3.11)

In contrast, $N_C$ is given as:

$$N_C = AM(N_P + N_D)$$  \hspace{1cm} (3.12)
where \( N_D \) is the mean number of dark count photons. Combining Eq. 3.11 and Eq. 3.12 leads to the following expression with the assumptions that dark counts and the additional term for the readout noise, \( A^2\sigma_R^2 \), are negligible when \( M \) is large:

\[
\frac{\sigma_C^2}{N_C} = \frac{A^2M^2F^2(\sigma_P^2 + \sigma_D^2) + A^2\sigma_R^2}{AM(N_P + N_D)} \approx \frac{A^2M^2F^2}{AM} \cdot \frac{\sigma_P^2}{N_P} \quad (3.13)
\]

The last factor is 1 as stated by Eq. 3.8 and Eq. 3.13 therefore simplifies to the following expression, which can be used to calculate the correction factor \( C \) from Eq. 3.10:

\[
\frac{\sigma_C^2}{N_C} = \frac{A^2M^2F^2}{AM} = AMF^2 = C \quad (3.14)
\]

This expression states a linear relationship between \( \sigma_C^2 \) and \( N_C \) with a slope \( C = AMF^2 \) when \( \sigma_C^2 \) is plotted against \( N_C \). The factor \( AM \), which is needed in Eq. 3.12 to convert photons into camera counts, can easily be calculated as \( C/F^2 \), and \( N_P \) can then be determined in the absence of dark counts as:

\[
N_P = \frac{F^2}{C} N_C \quad (3.15)
\]

In order to use Eq. 3.15 to determine the conversion factor from counts to photons for the camera implemented into the described microscope setup, a calibration measurement was performed. Auto-fluorescent plastic slides excitable at 561 nm (\#92001, Chroma, Bellows Falls, VT, USA) were used as a sample to ensure homogeneous count rates over the entire field of view. Movie stacks with 1000 frames each at an exposure time of 50 ms and \( M = 50 \) were recorded at varying laser powers and \( N_C \) and \( \sigma_P^2 \) determined for each measurement. In Figure 3.5, \( \sigma_C^2 \) is plotted against \( N_C \) revealing a linear curve between mean count values of 5000 and 15 000. Above this value, saturation effects cause a deviation from linearity. The deviation at low count rates, in contrast, might be explained by inhomogeneities or stray light that distorted the measured values. A fit of the linear region gave a slope of \( C = 5.789 \), which according to Eq. 3.15 corresponds to a conversion factor of 0.35 photons/count when \( F^2 \) is assumed to be 2 when the number of multiplication steps is high [25].

![Figure 3.5: EMCCD camera calibration. The variance of the displayed camera count intensity is plotted against the mean number of counts resulting in a linear slope of 5.789, which corresponds to a conversion factor of 0.35 photons/count.](image)

### 3.1.3.2 Camera mapping

The predominant majority of EMCCD cameras measure intensity and are not able to distinguish different photon wavelengths. Separation of multiple colors must therefore be realized...
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by optical elements in combination with the knowledge about the fluorescent labels attached to the sample. For example, a set of emission filters can be used to allow only the fluorescence of a specific wavelength range to reach the detector. Thus, fluorescence of different wavelengths are distinguished by consecutive imaging with different filters. Simultaneous multi-color imaging, in contrast, requires two or more detectors, where the detection beam path is split up by dichroic mirrors and different parts of the spectrum are directed onto different detectors. Especially the latter approach comes along with the need of very accurate alignment of the respective channels. Misalignments in combination with spherical and chromatic aberrations can lead to distortions between the images acquired by the different channels, which are difficult to eliminate completely by optical alignment.

When only one detection path is available for all colors, shifts due to channel misalignment do not occur. However, chromatic aberrations of the optical elements can still lead to shifts and distortions between images of different colors. These deviations are certainly smaller than in the case of two separate detectors and might not be a critical problem for diffraction-limited widefield imaging as the resulting shifts mostly lie in a sub-pixel range. This is shown in Figure 3.6A. Two images of 100 nm sized TetraSpeck Microspheres (#T-7279, Thermo Fisher Scientific, Waltham, MA, USA) were measured at excitation wavelengths of 642 nm and 561 nm, respectively. But although the overlap is visible, multi-color super-resolution imaging requires alignment on the nanometer scale. Chromatic aberrations therefore are a factor that must be accounted for.

Figure 3.6: EMCCD camera mapping. (A) The uncorrected image of TetraSpeck Microspheres on a glass slide is shown. (B) A third-order polynomial map was applied to A to correct for chromatic aberrations (red: excitation at 642 nm, green: excitation at 561 nm). Scale bars: 2 µm.

For this reason, mapping of the respective channels has to be performed. In this process, pixel coordinates from the image of the first channel are projected onto the corresponding coordinates in the second channel by an appropriate transformation matrix. A software was written for this purpose using MatLab R2014b (The Mathworks, Natick, Massachusetts, USA) and tested with the bead sample described above. As a first step, this program allows manual assignment of the signals in the different channels that originate from the same bead. In order to obtain a nanometer-precise mapping, the obtained coordinates from both channels are fitted to a two-dimensional Gaussian function according to Eq. 2.9. The centroids of the PSF are determined as exact as possible. The program then applies a third order polynomial transformation matrix

\[
\begin{pmatrix}
  u \\
  v
\end{pmatrix} = \begin{pmatrix}
  1 & x^2 & y^2 & xy^2 & x^3 & y^3
\end{pmatrix} \cdot T_{inv}
\]

that images the coordinates \(x, y\) of a base image on the corresponding coordinates \(u, v\) of an
input image. The obtained transformation matrix $T_{\text{inv}}$ subsequently can be used to map any input image onto the respective base. $T_{\text{inv}}$ is a $10 \times 2$ matrix that requires 10 reference points to obtain a solvable equation system. In order to test the mapping algorithm, the obtained matrix was applied on the example shown in Figure 3.6A yielding the mapped image Figure 3.6B where the green coordinates were projected onto the red coordinates demonstrating successful high-resolution mapping.

### 3.2 STORM data acquisition and analysis protocol

The acquisition of data for super-resolution images and the subsequent processing that leads to the final high-resolution image consists of several steps, which will be presented in the following section. The first part will discuss the selected parameters and settings for data acquisition and the second section will focus on data analysis, which consists of two major steps: First, detected fluorescent emitters have to be localized with an accuracy as high as possible before a super-resolution image can be rendered based on the data obtained in the localization step including optional correction steps (for example for sample drift). Focus must be kept on a localization accuracy as high as possible but also the evaluation speed plays a role to achieve an efficient evaluation. Whereas data acquisition was performed by the software described in previous sections, a software for STORM data analysis was written with MATLAB 2014b (The Mathworks, Natick, Massachusetts, USA).

#### 3.2.1 Test systems

For testing of the performance of the data evaluation methods, simulated data was generated and analyzed by these methods accordingly. For this purpose, images with a background noise of $A = 500$ counts were simulated. Gaussian signals in these images were defined by the following equation:

$$I(x, y) = A + I_0 \cdot e^{ \frac{1}{2} \left[ -\left( \frac{x-x_0}{\sigma_G} \right)^2 - \left( \frac{y-y_0}{\sigma_G} \right)^2 \right]} \quad (3.17)$$

Each pixel in the obtained image follows a Poisson distribution to simulate measurement noise and all parameters could be freely chosen depending on the requirements for the respective test. The Gaussian standard deviation, $\sigma_G$, was assumed to be equal in the $x$- and $y$-directions. Different signal-to-noise ratios (SNR) were simulated by changing the amplitude of the Gaussian, $I_0$, while leaving the background amplitude $A$ constant. The SNR was defined as $\text{SNR} = \frac{I_0}{\text{mean}(A)}$ and the respective deviation between the original centroid position $(x_0, y_0)$ or standard deviation $(\sigma_G)$ and the value obtained by the localization algorithm gave the error of the respective simulation.

In order to get a realistic impression about the performance of the system, 200 nm sized polystyrene beads labeled with Cy5 were used as a simple test system. The detailed sample preparation protocol can be found in the materials and methods section.
3.2.2 Data acquisition

Efficient and accurate data acquisition for localization-based super-resolution microscopy depends on keeping the number of activated fluorophores low enough in each acquisition step to avoid detection of overlapping PSF in a diffraction-limited area. This is achieved by a number of parameters, which comprise, among others, the imaging buffer composition as well as effective excitation and detection.

The composition of the imaging buffer depends on the respective method. In the case of STORM or dSTORM, the buffer has to support the switching of the dye molecules. The switching of cyanine dyes, for example, which are preferentially used for these methods, depends considerably on the environmental conditions. As described in the theoretical section, switching of the cyanine dyes to the dark state is a reduction reaction leading over a triplet intermediate. An oxygen-free medium is therefore required in order to suppress quenching of the triplet state. For this reason, STORM and dSTORM imaging was carried out in an oxygen scavenger system based on glucose oxidase and catalase [54]. Oxygen is used up in this case by the glucose oxidase-mediated oxidation of glucose. Hydrogen peroxide, which is the other product of this reaction, has to be removed subsequently to prevent chemical bleaching of the organic dyes. This is achieved by a catalase-mediated degradation.

Furthermore, a reducing agent has to be added to the imaging buffer to enable the reduction reaction. Different agents are suitable for this purpose, where $\beta$-mercaptoethylamine and $\beta$-mercaptoethanol are the most prominent. The decision, which agent should be preferably used, depends on the respective dye as shown in [54]. For Cy5, a 100 mM $\beta$-mercaptoethylamine buffer was used in this work. Due to the addition of the amine agent, the buffer has a pH of $\sim$ 9, which additionally accelerates switching as high pH values have emerged to be favorable for the reduction reaction [88].

In contrast to STORM and dSTORM, buffer conditions are not as critical for PALM, where switching is often based on light-induced conformational changes or photobleaching. In this context, oxygen scavenger buffers that reduce photobleaching are in fact counterproductive. PALM experiments were therefore usually carried out in a conventional phosphate buffered saline solution.

For data acquisition, efficient detection of photons from activated fluorophores is important as this effectiveness determines the resolution of the final super-resolution image. On the one hand, the exposure time of the EMCCD must be high enough to get reasonable photon statistics in every frame. On the other hand, the exposure time must not be set too high in order to avoid averaging of signals of adjacent emitters or of signals with background noise. This can occur when the switching rate of the dyes is significantly faster than the imaging rate. In order to achieve a good compromise between both positions, a frame rate of 20 Hz was chosen and the EMCCD gain set to 50 in order to achieve a good signal-to-noise ratio.

Switching kinetics of cyanine are further determined by the power of the respective exciting laser. This dependency is shown in Figure 3.7A: here, a bead sample was imaged at different laser powers for 100 seconds in each case and the number of detectable events was calculated for each measurement. In this context, an event is defined as a detected fluorophore that remained in the bright state for more than one frame in order to exclude unspecific blinking, which might, for example, arise from freely diffusing dyes. The power values were measured directly before the objective, which means that an additional loss of about 15% has to be accounted for the actual excitation power. It was found that the number of detected events decreased significantly when the laser power sank below a power of approximately 10 mW. Above this threshold, the value remained constant until a second threshold was reached at about 60 mW. It is plausible that higher laser powers favor activation as this step corresponds to an oxidation in the case
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![Figure 3.7](image_url)

**Figure 3.7:** Influence of excitation power on cyanine dye switching. (A) A Cy5-labeled bead sample was imaged for 100 s under STORM conditions with varying laser powers and the number of detected molecules was determined for each setting. (B) The average time over which a molecule is active was calculated for the same data set as shown in A.

of cyanine dyes, which were used here. Although the thresholds depend on the nature of the respective fluorophore, these considerations can be transferred to other fluorophores and to PALM, where fast deactivation through photobleaching is analogously enhanced by high laser powers. In contrast, Figure 3.7B depicts the average time a molecule is active upon activation before going back into the dark state. Apparently, this value does not depend on the laser power but remains constant for laser powers above 10 mW. This implies that the excitation power does not have as much impact on the deactivation process, which is a reduction, as on activation.

STORM imaging is, in general, possible at laser powers higher than 10 mW where the average time of a molecule in the active state stabilizes between 150 and 200 ms. This corresponds to 3 and 4 frames at a sampling rate of 20 Hz, (Figure 3.7B). In addition, the number of detectable events reaches its first threshold above 10 mW (Figure 3.7A). Whereas the latter value can be increased by additional activation in STORM, dSTORM imaging that does not use additional activation requires a much higher blinking rate. Therefore, excitation powers higher than 60 mW, which corresponds to the second threshold visible in Figure 3.7A, are necessary for successful dSTORM imaging.

Another setting that is connected to the achievable blinking rate is the total number of frames that has to be acquired for one super-resolution measurement. In order to obtain a complete reproduction of the sample and high structural resolution according to the Nyquist-Shannon criterion, as many fluorophores as possible should be stochastically activated and imaged at least once during data acquisition.

Figure 3.8A illustrates the effect of data acquisition time on the dSTORM image of a 200 nm sized bead measured at a frame rate of 20 Hz: while the number of detected molecules increases as shown in Figure 3.8B, the image of the bead gradually emerges from the background noise. In the first images of the series, the latter appears to be more prominent than the actual structure. Only after approximately 5000 to 10 000 frames, the image of the bead clearly dominates the picture. The difference between the images taken after 10 000 frames and after 15 000 frames, respectively, is less prominent. Therefore, the acquisition of 10 000 frames at the mentioned frame rate appears to be a reasonable compromise between good molecule statistics and acquisition time. The character of the respective sample may require deviations. When, for example, all dyes are photobleached before the 10 000 frames are reached, one can desist from further data acquisition whereas a longer imaging time might also be necessary in some cases, for example, when a sample does not tolerate high laser powers.

Another setting that is connected to the achievable blinking rate is the total number of frames that has to be acquired for one super-resolution measurement. In order to obtain a complete reproduction of the sample and high structural resolution according to the Nyquist-Shannon criterion, as many fluorophores as possible should be stochastically activated and imaged at least once during data acquisition.

Figure 3.8A illustrates the effect of data acquisition time on the dSTORM image of a 200 nm sized bead measured at a frame rate of 20 Hz: while the number of detected molecules increases as shown in Figure 3.8B, the image of the bead gradually emerges from the background noise. In the first images of the series, the latter appears to be more prominent than the actual structure. Only after approximately 5000 to 10 000 frames, the image of the bead clearly dominates the picture. The difference between the images taken after 10 000 frames and after 15 000 frames, respectively, is less prominent. Therefore, the acquisition of 10 000 frames at the mentioned frame rate appears to be a reasonable compromise between good molecule statistics and acquisition time. The character of the respective sample may require deviations. When, for example, all dyes are photobleached before the 10 000 frames are reached, one can desist from further data acquisition whereas a longer imaging time might also be necessary in some cases, for example, when a sample does not tolerate high laser powers.
In the case of STORM and PALM, data acquisition consists of activation cycles of one activation frame followed by a number of imaging frames. The number of imaging frames depends on how fast the activated fluorophores can be switched off again. However, considering the mean time of a cyanine dye in the active state (Figure 3.7B), five imaging frames at a sampling rate of 20 Hz are usually a reasonable number. But again, these values depend on the respective imaging conditions and have to be adjusted if necessary.

Whereas laser power at the output of the objective was set as high as possible for imaging, a lower power was set for activation in order to reduce the probability of multiple activations of adjacent fluorophores. At the beginning of the data acquisition, the power of the activation laser was therefore set to the lowest power where activation was still observable, which corresponded to approximately 0.5 µW for STORM and 5 µW for PALM. These values were chosen for the examples of Alexa Fluor 488 as STORM activator dye and for mEosFP as photoconvertible protein and might vary slightly when other fluorophores are used. Over the course of data acquisition, power was successively increased in both cases in order to compensate for photobleaching and to maintain a constant rate of blinking. For dSTORM imaging, no additional activation was used at the beginning of the measurement. When the blinking rate decreased due to photobleaching over the course of data acquisition, activation was used according to the same principle as for STORM.

### 3.2.3 Fluorescent emitter localization

Different methods have been proposed to obtain the centroid position and other characteristics of the PSF of a single fluorescent emitter with nanometer-precise accuracy. The most important criterion for the quality of all these algorithms is the localization accuracy but also the evaluation speed plays a role. The most common method is to fit the PSF to a two-dimensional Gaussian function, which is a good approximation to the real shape of the Airy disk as shown in Section 2.2.2. However, it is also possible to use numerical algorithms for particle localization such as center-of-mass based methods [89], centroid localization over a triangulation approach [90, 91] or radial symmetry [92]. Sage et al. performed an evaluation of different localization methods [93] and found that non-fitting algorithms such as triangulation and center-of-mass are among the fastest but do not offer the accuracy that is achievable with
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Algorithms based on Gaussian fitting, which can either be carried out by a least squares fit or by maximum likelihood estimation. Although a Gaussian function is only an approximation of the true PSF, it was further shown that this model is sufficient to deliver accurate results as long as the density of signals per frame is low and the assumption that no overlapping PSF exist is still valid. If this is not the case, advanced localization algorithms have to be applied that allow localization of these events in two [67] as well as in three dimensions [94].

The average number of fluorophores that are stochastically activated can be controlled by data acquisition settings, which keeps the probability to observe overlapping PSFs in a diffraction-limited area to a minimum. For this reason, the condition for accurate Gaussian fitting is given and fitting was performed using either a nonlinear least squares fit or a maximum likelihood estimation. The latter offers the advantage that it is possible to use an actually measured PSF for optimization and hence avoid approximation by models. However, if the shape of the PSF is not known or varying PSF shapes are observed during measurements. For example, the PSF shape depends on the axial position of the respective fluorescent in the case of astigmatism-based 3D imaging. Here, Gaussian least squares fitting is often more suitable.

3.2.3.1 Gaussian least squares fitting

In order to identify fluorescent molecules in the acquired raw data image stacks, each frame of the respective stack was in a first step scanned for local maxima that surpass an intensity and signal-to-noise-threshold set individually for each measurement in order to ensure that only actual PSF signals are analyzed and not background noise. For each event that was selected in this way, a fit window was created covering an area of 9 × 9 pixel with the respective brightest pixel in the center. The event was subsequently fitted to a two-dimensional Gaussian function whose intensity $I$ at coordinates $x$ and $y$ is given by

$$I(x, y) = A + I_0 \cdot e^{\left[\left(\frac{(x-x_0) \cos \theta - (y-y_0) \sin \theta}{\sigma_x}\right)^2 - \left(\frac{(x-x_0) \sin \theta - (y-y_0) \cos \theta}{\sigma_y}\right)^2\right]}$$

(3.18)

where $x_0$ and $y_0$ are the coordinates of the centroid of the Gaussian, $I_0$ the signal amplitude, $A$ the intensity of the fluorescent background, $\sigma_x$ and $\sigma_y$ the standard deviations in $x$- and $y$-direction, respectively, and $\theta$ the tilt angle of the intensity distribution relative to the pixel edges.

Analysis was performed by a least squares fit using the Levenberg-Marquardt algorithm [95, 96]. Briefly, the algorithm seeks to minimize the squared error $\chi^2$ for a set of parameters $p$, where $y_i$ are $N$ observed data points that are obtained by function $f$ depending on $p$ and variable $x_i$:

$$\chi^2(p) = \sum_{i=1}^{N} [y_i - f(x_i, p)]^2$$

(3.19)

The Levenberg-Marquardt algorithm now seeks to solve this equation for nonlinear functions $f$ by a linearization of $f$ through a Taylor series expansion. The result is a solvable linear equation, which allows minimization of $\chi^2$ in an iterative process, where an initial guess of the unknown parameters is optimized in each step. A more detailed description of the algorithm can be found in Section A.4.

It is essential to carefully select start parameters that lie as close as possible to the actual solution. Otherwise, the optimization algorithm might converge at a side minimum of $\chi^2(p)$ instead of the global minimum. The selection of the start parameters for the fit of the detected PSFs is illustrated in Figure 3.9.

The coordinates of the brightest pixel within the respective fit region were chosen as start values for $x_0$ and $y_0$, the intensity of the brightest pixel for $I_0$ and a fixed value of 0 for $\theta$. For
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Figure 3.9: Calculation of start parameters for Gaussian least squares fit

The background intensity, $A$, the mean intensity of all pixels forming the border of the respective fit window was taken. The start values for the standard deviations $\sigma_x$ and $\sigma_y$ were estimated by calculation of the slope of the intensity distribution of the PSF using the brightest pixel and the respective second-next pixels as reference points as demonstrated in Figure 3.9. By means of the slope, it is possible to estimate the position of the full width at half maximum (FWHM) for the $x$- and $y$-direction, respectively. The estimates for the standard deviations in $x$ and $y$ are then given by $\sigma = \frac{\text{FWHM}}{2\sqrt{2\ln 2}}$.

The maximal fitting accuracy was set to an absolute value of 0.01 in the respective units, which e.g. corresponds to a value of 0.01 px or 1.2 nm for the centroid position and the standard deviations. This value was chosen as it is usually not practical to localize the centroid position of a single PSF with an accuracy higher than 1 nm considering the typically achievable sample labeling density. The latter sets a lower limit to the resolution achievable with STORM and PALM that cannot be circumvented (cf. Section 2.3.2).

The number of maximal iteration steps, which are allowed for the fit algorithm to converge, was set to 40. This number was chosen in order to ensure that the bulk of the calculations converges without investing too much calculation time on fits unlikely to converge at all. In the example shown in Figure 3.10, an evaluation with a total number of 668,908 localizations was performed, from which 57,226 (8.6%) did not converge after 40 iterations and from which again 5,135 (0.77%) did not converge even after 3000 iterations (Figure 3.10A).

Figure 3.10: Convergence of Gaussian least squares fit. (A) Percentage of converged localizations depending on the number of performed fit iterations using a maximal fitting accuracy of 0.01. (B) Average number of localizations per second for varying thresholds for the maximum number of allowed iteration cycles.

At the same time, the calculation speed, using a computer system with two 2.0 GHz Intel Xeon CPU E5-2620 processors, slowed down considerably when the maximum number of allowed
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iterations was raised (Figure 3.10B). This resulted in calculation times of almost two hours for the example shown here. For this reason, the threshold was in general kept relatively low but could nevertheless be raised in cases where statistics did not allow the discarding of slowly converging fits.

Although this method promises a high fitting accuracy, data evaluation was still relatively slow compared with other super-resolution software such as rapidSTORM by Wolter et al. [97]. Using the computer system described above, a calculation speed of only approximately 30 localizations per second (loc./s) could be achieved as shown in Table 3.1. This included utilization of parallel computing where localizations were distributed on all available CPU cores using the distributed computing extension for MATLAB provided by MathWorks.

Table 3.1: Performance of Gaussian least squares fit depending on the treatment of the Gaussian standard deviation $\sigma$ and on localization algorithm implementation

<table>
<thead>
<tr>
<th>Method</th>
<th>Localizations/second</th>
</tr>
</thead>
<tbody>
<tr>
<td>MATLAB based fit</td>
<td></td>
</tr>
<tr>
<td>$\sigma$ free fit parameter</td>
<td>69.1</td>
</tr>
<tr>
<td>$\sigma$ estimated</td>
<td>114.7</td>
</tr>
<tr>
<td>Java based fit</td>
<td></td>
</tr>
<tr>
<td>$\sigma$ free fit parameter</td>
<td>237.0</td>
</tr>
<tr>
<td>$\sigma$ estimated</td>
<td>295.4</td>
</tr>
</tbody>
</table>

Apart from using a different localization algorithm, as discussed in the next section, least squares Gaussian fitting can be speeded up by reducing the number of free fit parameters, which is seven according to Eq. 3.18. In a first step, the tilt angle $\theta$ was set to 0, as Gaussian ellipticity should be small in 2D imaging as events with a high ellipticity will be excluded from evaluation as will be explained in detail in Section 3.2.4. For astigmatism-based 3D imaging, the tilt angle can be controlled by the alignment of the cylindrical lens (cf. Section 3.6). With $\theta = 0$, Eq. 3.18 can be transformed into the following term:

$$I(x, y) = A + I_0 \cdot e^{\frac{1}{2} \left[ -\left(\frac{x-x_0}{\sigma_x}\right)^2 - \left(\frac{y-y_0}{\sigma_y}\right)^2 \right]}$$

(3.20)

Considering the other fit parameters, it is obvious that the centroid position has to be a free fit parameter as well as the signal intensity $I_0$, which is required to calculate localization accuracy and image resolution (cf. Sections 3.3 and 2.2.2). The Gaussian standard deviations, $\sigma_x$ and $\sigma_y$, have to be free fit parameters when astigmatism-based 3D imaging is performed. Otherwise, the values that were chosen as start parameters for the least squares fit can be used as estimates. This is also possible for the background intensity $A$.

Simulated data with varying SNR (cf. Section 3.2.1) was fitted using $A$, $\sigma$ and $\theta$ either as free parameters or the respective fixed (for $\theta$) or estimated values (for $A$ and $\sigma$). As described in Section 3.2.1, the standard deviation is assumed to be equal in $x$- and $y$-direction. The effect of the reduction of the number of free fit parameters on the accuracy of the fit regarding the centroid position and the standard deviation of the Gaussian was evaluated. Figure 3.11A shows the accuracy of Gaussian centroid determination depending on the choice of free fit parameters. Analysis of simulated data revealed that a reduction of free fit parameters did not lead to a detectable loss of localization accuracy.

Even in a case when the fit was performed with only three free parameters (Figure 3.11A, green points), the difference was negligible. Only at very low SNR, the accuracy was higher for
a larger number of free fit parameters. The error of the calculated standard deviations, which is depicted in Figure 3.11B, however, gave a different result: when all fit parameters were free (Figure 3.11B, black points), localization accuracy showed a similar dependence on the SNR as observed for the determination of the centroid position. A fixed value for $\theta$ (red points) did not have a significant impact on the fit performance, whereas replacing the fitted values for $\sigma$ by their estimates led to a significant loss of accuracy (Figure 3.11B, blue points). This result seems plausible as the estimate of $\sigma$ by means of the intensity slope (Figure 3.9) cannot compete with the result of a fit. Interestingly, an estimated background intensity combined with a fixed $\theta$ and $\sigma$ as free fit parameter (Figure 3.11B, green points) brought a similar decline in accuracy.

For these reasons, Gaussian least squares optimizations were carried out using $\theta = 0$ and keeping all other parameters as free fit parameters. The written software nevertheless allows one to use the estimate for the standard deviations if desired. The gain in calculation speed achieved by this approach was, however, less than a factor of 2 (cf. Table 3.1).

Another reason for the relatively low calculation speed can be found in the way that MATLAB handles the data. It is optimized for handling large data matrices and is, on the contrary, slow at processing iterative algorithms such as the Levenberg-Marquardt algorithm. For this reason, a Java-based implementation of the algorithm was integrated into the original MATLAB software. The code is based on the LMA-package by Holopainen [98] and was adapted for this study. In particular, Levenberg-Marquardt requires the calculation of the Jacobi-Matrix $J$ for each iteration step, which contains the partial derivatives for all parameters. As it follows from the chain rule of derivation

$$\frac{df(g(x))}{dx} = \frac{df(g(x))}{dg(x)} \cdot \frac{dg(x)}{dx} \quad (3.21)$$

all derivatives of Eq. 3.20, with the exception of $dI/dA$, are composed of the exponential term of the original function multiplied by an additional factor. Hence, although calculating the exponential term only once per iteration step will save only little time in each step, accumulation over the entire process leads to a noticeable reduction of computation time [97].

Table 3.1 summarizes the effects of different variations of the fit routine on the calculation speed. The following values were again obtained at a computer system with two 2.0 GHz Intel Xeon CPU E5-2620 processors. As it can be seen in Table 3.1, the Java based fit implementation brought an increase of calculation speed of about a factor of 3.4 for $\sigma$ as a free fit parameter and a factor of 2.6 for estimated $\sigma$.  

Figure 3.11: Accuracy of Gaussian least squares fit depending on the choice of free fit parameters was tested on simulated data for (A) localization of the centroid position and (B) determination of the standard deviation.
3.2.3.2 Maximum likelihood estimation

Maximum likelihood estimation (MLE) is an alternative to least squares fitting in order to fit a model function to measured data. In contrast to a least squares fit, the parameters of the model function are not calculated directly. Instead, a likelihood function $L$ is used that yields the probability for the respective set of parameters to fit to the respective model. Subsequently, the set of parameters for which the likelihood function is maximized is determined.

The likelihood function of a certain distribution is based on the underlying probability density function, $f(y|\theta)$, whose integral

$$ P = \int_{b}^{a} f(y|\theta) dy $$

(3.22)

yields the probability $P$ that the value $y$ under the condition of the parameter set $\theta$ lies between $a$ and $b$. For $N$ observed values $(y_1, y_2, ..., y_n)$ (e.g. $N$ pixels of an image), the joint density distribution $\mathcal{L}$, which in this case is also called likelihood, is then:

$$ \mathcal{L}(\theta|y) = \prod_{i} f_i(y_i; \theta) $$

(3.23)

For practical reasons, the logarithmized function $l = \ln \mathcal{L}$ is often used instead of the original likelihood function as $l$ in many cases easier to solve and as the maximum of $\ln \mathcal{L}$ lies at the same position as the maximum of $\mathcal{L}$:

$$ l = \ln \mathcal{L}(\theta|y) = \sum_{i} \ln f_i(y_i; \theta) $$

(3.24)

Mortensen et al. [99] showed that $l$ for $n$ Poisson distributed photons is then given by:

$$ l = \sum_{i} (-E_i + n_i \ln E_i - \ln(n_i!)) $$

(3.25)

with

$$ E_i = \frac{n_i A^2}{2\pi \sigma^2} e^{-\frac{(x_i - x_0)^2 + (y_i - y_0)^2}{2\sigma^2}} $$

(3.26)

where $A$ is the background noise intensity, $x_0$ and $y_0$ the centroid coordinates of the normal distribution and $\sigma$ its standard deviation, which is assumed to be equal in the $x$- and $y$-direction.

Eq. 3.25 was solved using the Downhill Simplex or Nelder-Mead algorithm [100], which was used to calculate the minimum of Eq. 3.25 multiplied by $-1$. The Downhill Simplex algorithm has the advantage compared to the Levenberg-Marquardt algorithm that it does not require an approximation of the nonlinear problem by a Taylor series expansion: However, it tends to need more iterations to converge and is more sensitive to imprecise setting of the starting parameters. This means that the risk of converging to a local minimum instead of the global minimum is higher in this case. A detailed description of the algorithm can be found in Section A.4.

The method was tested on simulated data in order to evaluate its efficiency and to compare it to least squares fitting by means of localization accuracy and computation speed. The results are depicted in Figure 3.12, where Figure 3.12A shows the localization accuracy for MLE compared to least squares fitting at different signal-to-noise ratios. The start parameters for MLE localization were chosen as for least squares fitting, the average standard deviation $\sigma$ was calculated as $\frac{\sigma_1 + \sigma_2}{2}$. Apparently, the accuracy of MLE under these conditions considerably depended on the number of fit iterations. When a relatively large threshold of 3000 was set for the maximum number of iterations, the accuracy of MLE was comparable to that of a least squares
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Figure 3.12: Performance of maximum likelihood based particle localization. (A) Localization accuracy of Gaussian least squares fit for varying SNR was compared to MLE with a maximal number of 40 and 3000 iterations, respectively. (B) The percentage of converged MLE localizations depended on the number of performed fit iterations using a maximal fitting accuracy of 0.01.

Comparing the calculation speed of MLE to least squares fitting (Table 3.2) revealed that again a considerable improvement can be achieved by running the algorithm on a Java-based script. Apart from that, MLE was about a factor 1.5 to 3 faster than least squares fitting when the maximum number of iterations was set to 3000 for MLE. When it was reduced to 40, the calculation speed increased, but, as shown in Figure 3.12, at the cost of localization accuracy. It also has to be mentioned here that the MLE was performed with one free fit parameter less as only the average standard deviation was used.

Table 3.2: Performance of MLE based particle localization compared to Gaussian least squares fit

<table>
<thead>
<tr>
<th>Method</th>
<th>Localizations/second</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MATLAB based fit</strong></td>
<td></td>
</tr>
<tr>
<td>Least squares fit, $\sigma$ free</td>
<td>69.1</td>
</tr>
<tr>
<td>MLE ($\leq$ 40 iterations)</td>
<td>486.6</td>
</tr>
<tr>
<td>MLE ($\leq$ 3000 iterations)</td>
<td>51.2</td>
</tr>
<tr>
<td><strong>Java based fit</strong></td>
<td></td>
</tr>
<tr>
<td>Least squares fit, $\sigma$ free</td>
<td>237.0</td>
</tr>
<tr>
<td>MLE ($\leq$ 40 iterations)</td>
<td>1081.1</td>
</tr>
<tr>
<td>MLE ($\leq$ 3000 iterations)</td>
<td>691.0</td>
</tr>
</tbody>
</table>

In order to tap the full potential of maximum likelihood estimation, it would be necessary to use a model of the actual PSF instead of the current Gaussian approximation. The same consideration is true for the noise: instead of treating noise as a free fit parameter, application
of a model of the actual noise seems suitable to optimize localization performance. Further, extension of the algorithm for 3D imaging is of interest, which means for PSF astigmatism, Eq. 3.26 has to be modified to account for elliptic PSF shapes. However, modeling PSF shape for obtaining the axial position is difficult to make compatible with a measured model of the PSF, which would be beneficial for increasing the accuracy of MLE.

Nevertheless, the relatively simple approach to MLE that was already applied here demonstrated the potential of this method although further optimization and tuning of the applied parameters is necessary. For this reason, especially under consideration of the requirements for astigmatism-based 3D imaging, least squares fitting was used in this work.

### 3.2.4 Image rendering

After successful localization of the single emitters, the final super-resolution image can be rendered using the obtained values in a next step. This includes a number of correction steps that are carried out in order to remove inaccurate and false localizations and thereby increase the quality of the final image. An image rendering routine that includes all these parameters and settings was implemented into the home-written STORM data analysis software.

In the first step of the image rendering process, the aim is to remove events that are obviously the result of unspecific blinking, which arises from other fluorescent sources than dye molecules attached to the respective structure, or multiple activations. Therefore, all events with less than 300 photons were discarded from further evaluation in order to increase localization accuracy and, as a consequence, image resolution. The same was done for PSFs with standard deviations larger than 4 pixel or 480 nm, which most likely arise from non-converging fits or several fluorophores close to each other that could not be separated by the localization algorithm. In the case of 2D imaging, the standard deviations can be used to further reduce the risk of evaluating multiple activations in a diffraction-limited area. For this purpose, all localized molecules with a PSF ellipticity larger than 15% were discarded from further evaluation as shown in [10]. In this context, ellipticity $E$ was defined as

$$E = 2 \frac{\sigma_x - \sigma_y}{\sigma_x + \sigma_y}$$

and should be 0 in theory for the PSF of a single emitter in a diffraction-limited area, which should be isotropic in absence of any optical aberrations or astigmatisms. Significant deviations from this value are therefore a clear sign for two or more overlapping PSFs. Figure 3.13 shows the distribution of ellipticity values calculated with Eq. 3.27 (Figure 3.13A) and the number of collected photons (Figure 3.13B) for a typical STORM measurement together with the applied thresholds. In the case of 3D imaging where an astigmatism is introduced on purpose to decode the axial position of the emitter (cf. Section 3.6), it is not possible to apply this threshold. Instead, a previously measured calibration curve is used in order to convert the standard deviation values into $z$-positions. Following these steps, drift can be corrected with a previously calculated drift data set if necessary. A detailed description how to quantify sample drift is given in the following section.

In the next step, events that appear within the range of 1 px (or 120 nm) in two or more consecutive frames were considered as originating from the same fluorescent molecule. The individual Gaussian centroid positions obtained from fits that were assigned to the same fluorescent molecule by this means were averaged and the average centroid position was taken for image rendering. The same was done for the PSF standard deviations whereas the photon counts of the contributing localizations were added up. All events that did not appear in at least
two subsequent frames were discarded from further evaluation in order to eliminate unspecific blinking events most likely coming from background noise or freely diffusing dye molecules. Furthermore, if an activation color is used, which is mandatory for STORM and PALM but optional for dSTORM, it is optionally possible to exclude all events that are activated in other frames than frames directly following this activation pulse. By this means, it is possible to identify unspecific blinking. Objects that are active for longer than one activation cycle and do not show any blinking at all are also excluded because they most likely arise from dirt.

Following the selection of image data, the final high-resolution image was rendered using the obtained cleaned-up data set. Each event was represented by a two-dimensional Gaussian whose centroid coordinates are those of the localized event. Its standard deviation can be set to the localization uncertainty defined by Eq. 2.22 or to the actual image resolution (cf. Section 3.3) in order to represent the localization accuracy in the final image. The amplitude of the Gaussian distributions was set to a fixed value of 1000 counts in the case of 2D imaging or encodes the z-position in the case of 3D imaging.

Figure 3.14 demonstrates the applied analysis methods at the example of dSTORM imaging.
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of a sample of 200 nm sized polystyrene beads, which were labeled with Cy5. In the left part of the figure, a diffraction-limited widefield image of the sample is shown (Figure 3.14A). A zoom-in into the region marked by the white rectangle (Figure 3.14B) demonstrates that the size of the bead could not be reproduced by conventional widefield imaging. These images can be compared to the dSTORM image on the right site (Figure 3.14C), which was acquired and rendered as described in the sections above. A zoom-in into the same region as shown for the diffraction-limited image reveals the underlying size and shape of the selected bead (Figure 3.14D).

3.2.5 Correction of lateral drift

STORM and PALM are localization-based methods, which require a high stability of the microscope setup in order to avoid interference by sample drift caused by e.g. vibrations, temperature fluctuations or air current. It is recommendable to reduce these and other sources of drift as far as possible in the first place as results of unbiased measurements are always superior to data sets whose flaws have to be corrected afterwards. For this reason, a large amount of effort was placed on mechanical stability throughout the assembly of the STORM microscope. However, as the number of potential interferences is considerable, it is not always possible to eliminate all of them. In the case of axial drift, upgrades like the perfect focus system, which was described above, are able to correct drift simultaneously during data acquisition. In order to transfer this method to lateral drift, it is necessary to introduce fiducial markers whose positions can subsequently used for correction. However, as lateral movement of the stage could only be performed by motors, this approach would not have provided the required accuracy. Here, analytical correction mechanisms have to be applied in order to reconstruct a reasonable image.

Several approaches are possible for drift correction, from which the following attracted interest for super-resolution microscopy in literature. One possibility is to add a fluorescent marker that does not blink and to localize and track its position over the entire acquired data stack [9, 10]. The second method, which was adapted for this study, can be applied without the use of an additional marker and is based on cross-correlation of the images of the respective raw data stack [60]: one reference frame \( m \), which is typically the first frame of the image stack, is correlated with another frame \( n \) from the same image stack obtaining its cross-correlation function \( G_{mn} \):

\[
G_{mn}(x, y) = \frac{\sum_i \sum_j (I_m(i, j)I_n(i + x, j + y))}{\sqrt{\sum_i \sum_j (I_m(i, j))^2 \sum_i \sum_j (I_n(i + x, j + y))^2}}
\]  (3.28)

The intensities from each pixel \((i, j)\) in \( m \), \( I_m(i, j) \), are compared to the intensities from each pixel \((i + x, j + y)\) in \( n \), \( I_n(i + x, j + y) \), where the variable pair \( x, y \) defines a spatial shift between \( m \) and \( n \). The term in the denominator normalizes the function. For reasons of programming efficiency, the cross-correlations for \( x \)-drift, \( G(x) \) and \( y \)-drift, \( G(y) \) were calculated separately from each other in this context. Examples for such cross-correlation functions are shown in Figure 3.15A. For this purpose, 200 nm sized polystyrene beads labeled with Alexa Fluor 488 and Cy5 as activator-reporter dye pair (for a detailed sample preparation protocol, see Section A.1.3) were measured with STORM for 25 minutes under a constant air current in order to intentionally generate drift, and thereby test the efficiency of the correction algorithm. The functions are shown for the \( x \)- and \( y \)-dimensions both for the auto-correlation of the first frame of the stack with itself (Figure 3.15A, blue and green points) and for the cross-correlation of the last frame with the first frame (Figure 3.15A, red and black points). Two features of the functions are of
importance: first, the amplitude of the maximum, which gives information about the general similarity of both images, and second, the position of the maximum, which states at which shift $x, y$ the similarity between the respective images is maximal and which therefore corresponds to the drift between both frames. In order to obtain the exact position of the maximum on a sub-pixel scale, $G_{mn}$ was subsequently fitted to a second order polynomial.

![Figure 3.15: Principle of lateral drift correction at the example of the STORM image of a 200 nm sized bead.](image)

This analysis was performed for the entire movie stack and the cross-correlation maxima of the correlation of each frame with the reference frame were plotted against data acquisition time. The result was a drift curve as shown in Figure 3.15B for the example of the bead measurement. In order to remove fluctuations, the raw drift curve was fitted to a polynomial function of first or higher order depending on the course of the drift. For example, a linear fit was sufficient in Figure 3.15B. The obtained fit could then be used to correct the localizations in the respective frames during the image rendering process (Section 3.2.4). In order to demonstrate the performance of this method, Figure 3.15C shows the uncorrected image of a 200 nm sized bead in comparison to the corrected image of the same bead in Figure 3.15D using the drift curve shown in Figure 3.15B. The quality of the image obviously improved and the round shape of the bead, which could not be derived from Figure 3.15C, became visible.

Despite the fact that this method also works without additional non-blinking or markers, which do not photobleach, as it is the case for the tracking approach, it is nevertheless important to select a region of the respective image stack where the signal density is high. Otherwise, the
risk of comparing signals with background noise increases, which will result in a lower similarity, which will affect the cross-correlation function and distort the obtained drift value. In contrast, a too high signal density is again unfavorable for super-resolution imaging. This means that either a compromise between both conditions has to be found or that fiducial markers have to be used.

There are also some cases where drift correction by image cross-correlation is not possible. This applies especially to the correction of axial drift for 3D imaging when the information about the axial position is only indirectly derived from e.g. PSF astigmatism or similar approaches. It is possible to correlate the final localized particle coordinates instead of the raw data pixels but this method requires an even higher density of events to deliver accurate results coming along with the already described conflict with low activation density. In order to improve the results provided by this approach, it might be helpful to apply the algorithm only to a subregion of the image with a high event density arising, for example, from fiducial markers.

Alternatively, drift data can be emulated by linear or polynomial interpolation when magnitude and direction of the drift can be roughly estimated. If these conditions are given, image quality can still be enhanced considerably by careful selection of the respective parameters. This option was additionally implemented into the STORM data evaluation software. However, it has to be emphasized again that none of these correction methods can compete with data that was not biased by drift from the beginning.

### 3.3 Calculation of image resolution

Calculation of image resolution is mandatory to estimate image quality in a reliable way. It has already been discussed that the achievable resolution defines the smallest distance at which two signals can still be separated. In STORM, PALM and other related methods, this parameter strongly depends on the localization accuracy, which in turn is a result of the number of detected photons.

In order to transform this value into a resolution according to the definition given above, a displacement analysis was performed, which is depicted in Figure 3.16A. The underlying principle is based on the fact that each fluorescent molecule that is activated in a STORM measurement can usually be observed for a certain number of frames before it eventually switches back to the dark state or photobleaches. A position can be assigned to the fluorophore in each of these frames, which might vary slightly from frame to frame due to localization inaccuracies. Signals in two subsequent frames are assumed to arise from the same fluorescent molecule when their distance is not larger than 1 pixel as described in Section 3.2.4. Likewise, events that occur in only one frame are excluded from analysis. In the next step, the displacements for each of the obtained positions relative to the position of the respective molecule in the first frame where it is active are calculated and added to a displacement histogram. This principle is illustrated in the left part of Figure 3.16A for the example of the $x$-coordinate of a molecule that is active for three subsequent frames providing three slightly varying $x$-positions ($x_1$, $x_2$, $x_3$). This gives the respective displacements $x_1 - x_1$ for the first frame, $x_2 - x_1$ for the second frame and $x_3 - x_1$ for the third frame, which are plotted in the histogram shown in the left part of Figure 3.16A. When this analysis is performed for all molecules in the respective measurement, a displacement distribution plot can be created for each imaging dimension as shown in the right part of Figure 3.16A for the $x$-dimension, which does not include the values for $x_1 - x_1$. This distribution
is subsequently fitted to a one-dimensional Gaussian function

\[
I(x) = I_0 \cdot e^{-\frac{(x-x_0)^2}{2\sigma^2}}
\]  

(3.29)

with amplitude \(I_0\), centroid position \(x_0\) and standard deviation \(\sigma\). The FWHM of the obtained function is selected as resolution criterion, which can be calculated by means of \(\sigma\) as FWHM = \(2\sqrt{2\ln2} \cdot \sigma\). Figure 3.16B illustrates the suitability of the FWHM as a meaningful resolution criterion in contrast to other options such as the standard deviation of the Gaussian function fitted to the displacement histogram. In the top row of Figure 3.16B, three Gaussian functions (#1, #2 and #3) are plotted, where the distance between the centroid positions of #1 and #2 is equal to the standard deviation of #1 and where the distance between the centroid positions
of #1 and #3 is equal to the FWHM of #1. The middle row shows the merged signal of distributions #1 and #2, which does not allow the separation of the original distributions from the top row. In contrast, the merged signal of #1 and #3 (bottom row) can be resolved into the respective parts as the maxima of #1 and #3 remain visible. This means that the FWHM of the displacement histogram gives a reliable value for optical resolution in contrast to the standard deviations.

Although this approach does not directly include the number of collected photons per event to calculate the localization accuracy it is nevertheless strongly influenced by this number as it is shown in Figure 3.17A. Different photon thresholds were applied to a data set of localized molecules (the resulting image can be found in Section 3.5) whereas all other parameters were hold constant. As expected, the more events with low photon counts were included into the evaluation the worse was the obtained resolution. The calculated resolutions are compared to the localization accuracy given by $\sigma/\sqrt{N}$ (Eq. 2.21) for the respective photon thresholds and a standard deviation, $\sigma = 200\, \text{nm}$. Apparently, the values obtained by Eq. 2.21 yield a significant underestimation of the actual resolution, which is also influenced by other factors such as background noise. This result shows the need for a method as presented in Figure 3.16, which includes these factors and therefore provides a more reliable result.

**Figure 3.17:** Effect of lower photon and ellipticity thresholds on resolution is shown at an exemplary acquisition with 668,908 detected events in total. (A) Optical resolution of a STORM or PALM image improves with raising of the lower photon threshold. The theoretical minimal localization accuracy calculated by $\sigma/\sqrt{N}$ (Eq. 2.21) underestimates the actual resolution. (B) Optical resolution decreases with increasing ellipticity threshold. Both thresholds come along with a diminishing number of molecules included into the evaluation.

Apart from photon statistics, multiple activations have negative impact on resolution in STORM and PALM as well. This is demonstrated in Figure 3.17B for the same data set as used in Figure 3.17A, where the ellipticity threshold defined by Eq. 3.27 was continuously increased from 0.0 to 1.0 whereas the lower photon threshold was kept constant at 300 photons. It is evident that higher ellipticity thresholds result in a worse resolution.

However, excluding events by redefining the thresholds also means that less points are available to render the high-resolution image. As a consequence, the apparent labeling density gets too low and the final result might be an image of bad quality despite a nominally good resolution. Therefore, a compromise must be found between reasonable thresholds and the number of discarded data points. Regarding ellipticity, a threshold value of 0.15 was chosen, which did not discard more than approximately half of the molecules. As imposing a similarly strict threshold on the photon counts as well would critically decrease the number of admitted molecules, the criterion was here set to the relatively low value of 300 photons. The combination
of both thresholds however has been shown to provide reasonable resolutions. For example, the calculation shown in Figure 3.16A returned a resolution in the $x$-dimension of approximately 40 nm. This value lies about 20 nm above the lowest numbers presented in literature so far (Table 2.2). However, instead of reducing statistics below a critical point to reach these values, it is rather recommendable to improve photon detection efficiency of the used optics. The obtained resolutions have nevertheless been found to be sufficient for the studies presented here.

### 3.4 Calculation of cluster sizes in super-resolution images

Apart from the determination of image resolution, the quantitative analysis of super-resolution images further requires a comparable standard to measure sizes of observed structures. Two approaches were applied in this study. The first uses the FWHM of a Gaussian function that is fitted to the structure as shown previously [62]. The second is based on Ripley’s cluster analysis, which also has already been used for super-resolution microscopy [101].

The first method is based on fitting a model function to the observed structures for quantification. Each event in the final super-resolution image is represented by a normal distribution defined by the localization uncertainty or the image resolution as discussed in Section 3.2.4. According to Cramér’s theorem [102], the sum of normal Gaussian distributions is again a normal distribution and as complex structures in a super-resolution image are a sum of normal distributions, these structures can be described by a Gaussian distribution as well. As a consequence, a cross-section can be laid through the respective structure and fit to a Gaussian function. Depending on the sample, it might be either preferable to lay a cross-section through the sample and fit this cross-section to a one-dimensional Gaussian function (e.g. for filamentous structures) or to a two-dimensional Gaussian function (e.g. for spherical objects). The FWHM of the obtained Gaussian function can then be taken as an estimate for the size of the structure.

The performance of this method is demonstrated on a simulated data set representing a hollow sphere with a diameter of 200 nm and a variable shell size. This system was chosen to simulate dye molecules attached to the surface of a sample. For example, Figure 3.18A shows, on the left, the simulated data points for a 200 nm sphere with a thin shell of diameter 12 nm and, on the right, the corresponding STORM image reconstructed from the simulated data set. In contrast, a compact sphere is shown in Figure 3.18B, which was emulated by setting the shell width to half of the diameter of the sphere.

Figure 3.18C shows the results of the FWHM analysis, on the one hand, for the one-dimensional fit of a vertical cross-section through the cluster (black points) and, on the other hand, for a two-dimensional Gaussian fit for the entire object (red points). The value provided by the FWHM was the closer to the actual size of the bead of 200 nm when the shell was thin. It delivered almost exact results for shell widths smaller than 12 nm when using a one-dimensional fit. As the size of typical chemical dyes lies in this order of magnitude, the FWHM can be considered as an appropriate approach to measure cluster sizes. Although a slight underestimation of the size cannot be excluded, the results are reliable. When the aim is not the determination of absolute values but to compare relative size differences as done in Chapter 4, the underestimation does not have negative impact on the results. Interestingly, the one-dimensional fit throughout delivered better results than the two-dimensional fit. For this reason, a fit to the one-dimensional cross-section was always performed in the course of this study for estimating cluster sizes by the FWHM if not stated otherwise.
3.4 Calculation of cluster sizes in super-resolution images

Figure 3.18: FWHM cluster size analysis. (A) Simulation of a hollow sphere with a diameter of 200 nm and a shell thickness of 12 nm (left panel) and the corresponding 2D STORM image (right panel). (B) Simulation of a compact bead with a diameter of 200 nm (left panel) and the corresponding STORM image (right panel). (C) Apparent size of simulated hollow spheres with varying shell thicknesses using the FWHM of a one- or two-dimensional Gaussian fit as estimate.

It is, however, not always possible to apply a fit-based analysis method, for example, when the number of localized molecules contributing to a structure is too small to allow an accurate fit. For these cases, Ripley’s K-function [103, 104] and the related L-function [105] were used for estimating the cluster size. The K-function provides a statistical analysis of all possible distances \(d\) between distinct components that form a larger structure and is given by the following expression:

\[
K(d) = \frac{1}{\lambda} \sum_{i\neq j} I(d_{ij} < d)
\]  

(3.30)

Here, \(d_{ij}\) is the distance between two points \(i\) and \(j\) and \(I\) an indicator function, which is 1 if \(d_{ij}\) is smaller than \(d\) and 0 otherwise. \(\lambda\) represents the density of points in the cluster. In other words, \(K(d)\) sums up all events within distance \(d\) normalized to the density of events \(\lambda\) as shown in Figure 3.19A, which depicts the K-function of a 200 nm sized bead. Apparently, the K-function reaches its maximum at the size of the respective structure as obviously no distances \(d_{ij}\) exist within the structure that exceed this value.

The K-function is a test for spatial randomness and takes the value \(\pi d^2\) for Poisson distributions (e.g. given by background noise) and detecting clusters by deviations thereof. The disadvantage of this kind of representation is that these deviations are difficult to distinguish from randomness due to the non-constant mean of \(K(d)\). For this reason, the L-function was introduced [105], which is derived from Eq. 3.30 by

\[
L(d) = \sqrt{\frac{K(d)}{\pi}}
\]  

(3.31)

Written in this form, the function is constant for strictly Poissonian distributions. Eq. 3.31 can be further modified to the following expression, which is 0 for random processes and which is sometimes referred to as H-function:

\[
H(d) = L(d) - d = \sqrt{\frac{K(d)}{\pi}} - d
\]  

(3.32)
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Figure 3.19: Ripley’s cluster size analysis. Ripley’s cluster functions were applied on a simulated 200 nm sized fluorescently labeled bead using (A) Ripley’s K-function and (B) Ripley’s L-function, which shows a maximum at 170 nm. (C) Ripley’s L-function was applied on simulated structures of a circle with a diameter of 10 px containing $N_1$ points, which is surrounded by a ring with an inner radius of 10 px and an outer radius of 20 px, which contains $N_2$ points.

The H-Function for the bead, whose K-function is depicted in Figure 3.19A, is shown in Figure 3.19B revealing a maximum at $d = 170$ nm. This value is close to the nominal size of the bead although there is a certain underestimation. Kiskowski et al. [106] showed that the maximum of the combined H-function of two non-random clusters with the same radius $r$ and the same point density $\lambda$ lies between $r$ and $2r$ depending on the distance $S$ between the single clusters. When $S \to \infty$, the position of the maximum converges to $2r$. In order to further evaluate the dependence of the position of the maximum of Ripley’s L function on the nature of the analyzed cluster, ring structures were simulated consisting of two rings. The inner structure with a point density $N_1$ had a radius of 10 px and the outer ring with point density $N_2$ an inner radius of 10 px and an outer radius of 20 px: analysis of the resulting L-functions showed that the size of inner structure was only reproduced correctly when the outer ring was not present ($N_2 = 0$). Otherwise, the maximum was shifted more and more towards higher values until it reached the other extrema when $N_1 = 0$. With respect to the evaluation of STORM images this means that a reliable result can only be expected when the respective cluster is isolated from other non-random structures and featuring a homogeneous point density distribution.

In contrast to the FWHM as size estimate, Ripley’s cluster analysis strongly depends on environment conditions. Although the FWHM-based method involves an underestimation of the actual size, it appears to be more reliable as especially in densely populated images the requisite of isolated particles is not always given. As a consequence, structure sizes measured in the course of this studies are based on the one-dimensional FWHM, which gave better results than the two-dimensional FWHM, if not stated otherwise. Ripley’s cluster analysis was primarily performed in cases where particle statistics were too low to allow an accurate fit for the FWHM analysis.
3.5 2D dSTORM imaging of HeLa cell microtubules

In order to test the capacity of the super-resolution microscope and the applied measurement and analysis protocols, microtubules of HeLa cells were imaged with dSTORM. Microtubules are a component of the cellular cytoskeleton and form a fine network of filaments that consist of dimers of the two proteins α- and β-tubulin. Microtubules fulfill a number of important functions in the cell such as building a scaffold for dynein and kinesin motor proteins or the formation of the spindle apparatus that organizes allocation of chromosomes during cell division [107].

For dSTORM imaging, α-tubulin was labeled by immunostaining with primary anti-α-tubulin and appropriate Cy5-labeled secondary antibodies. The detailed protocol can be found in Section A.1.5. Figure 3.20A shows a conventional widefield image of the microtubule network of a HeLa cell prepared in this way. It can be easily seen that, although the coarse orientations of the filaments are visible, detailed structures remain hidden especially in regions when filaments are crossing or running close to each other as e.g. in the region marked with the yellow rectangle. As a consequence, a dSTORM image was acquired. For this purpose, a stack of 15,000 frames was recorded at a frame rate of 20 Hz. A least squares Gaussian fit was performed and the resulting super-resolution image, which is shown in Figure 3.20B, was rendered as described in the sections above. Comparing the super-resolution image to the widefield image shown in Figure 3.20A reveals the gain in structural resolution obtained by dSTORM. Filaments that could not be separated before are now distinguishable. The difference can be even more pointed out when the widefield and the corresponding super-resolution image of a region of the image with a relatively dense structure are compared in higher magnification in Figure 3.20C.

Figure 3.20D shows a cross-section through a filament that is marked by the green rectangle in Figure 3.20B. A one-dimensional Gaussian function was fitted to the average cross-section profile and its FWHM was taken as a good estimate of the diameter of the filament (cf. Section 3.4). The measured FWHM of approximately 82 nm is considerably larger than literature values from EM measurements which state an average diameter of a single filament of about 25 nm [108]. The resolution of the dSTORM image in Figure 3.20B, which was calculated as described in Section 3.3, was found to be 40.4 nm and 41.7 nm in x- and y-direction, respectively (Figure 3.20E), which means that the measured size could not only be an artifact of suboptimal resolution. However, it has to be considered that both antibodies, which were attached to the structure, had a finite size of approximately 10 nm each [108]. When this size is added to the diameter of the filament, the resulting value lies in the same order of magnitude as the measured value. In order to increase structural resolution, the use of smaller labels is necessary. For example, nanobodies that only consist of the antigen binding region of the original antibody might be considered [109, 110]. If visualization of a modified protein instead of the endogenous protein is feasible, specific labeling of tubulin might also be achieved by using small self-labeling protein constructs (e.g. SNAP-tag [111]) in combination with appropriate dyes for STORM or dSTORM.
Figure 3.20: 2D dSTORM super-resolution imaging at the example of HeLa cell microtubules. (A) A conventional widefield image of immunostained microtubules of a HeLa cell is shown. (B) Resolution was significantly increased in the corresponding 2D dSTORM image. Scale bars: 10 µm. (C) Direct comparison of the widefield and the super-resolution image at a region with high tubulin density marked by yellow rectangles in A and B, respectively, demonstrates the gain in structural resolution. Scale bar: 1 µm. (D) The average cross-section (black line, error bars represent the standard error of the mean) through the filament marked by green rectangle in B and shown in the small inlay was fitted to a Gaussian function (red line) with a FWHM of 82 nm. Scale bar: 500 nm. (E) Displacement analysis returns resolutions of 40.4 nm in the x-direction (left panel) and of 41.7 nm in the y-direction (right panel), respectively, for the super-resolution image shown in B.
3.6 Implementation of three-dimensional STORM and dSTORM

After two-dimensional super-resolution microscopy was successfully established, the next step was the extension of the method to the third dimension. For this purpose, the astigmatism-based approach as presented by Huang et al. [72, 73] (see also Section 2.3.3) was chosen.

3.6.1 Astigmatism calibration for 3D STORM and dSTORM imaging

Although astigmatism-based 3D STORM or dSTORM offers a relatively straightforward approach for three-dimensional super-resolution imaging, careful selection of tools and parameters such as the cylindrical lens as well as conditions for calibration measurements is nevertheless crucial to obtain images of good quality. The first step here was the selection of a suitable cylindrical lens combined with the optimal distance to the detector, in which the lens is placed. The longer the focal length or the smaller the distance to the detector becomes, the weaker will be the astigmatism of the PSF. If the latter gets too small, as shown for example in Figure 3.21A, the sensitivity for accurate separation of \( z \)-coordinates is too low.

In contrast, a too strong lens or a too large distance to the detector will result in a too strong astigmatism, which will distort the image as demonstrated in Figure 3.21B. Here, the PSF shows already an astigmatism when the system is in focus and accurate fitting of this PSF is hardly possible. For a good astigmatism, as depicted in Figure 3.21C, the PSF should still appear round in the focal plane with a detectable elongation of the PSF visible when defocussing. In this case, these conditions could be obtained when a cylindrical lens with a focal length of 3 m was placed in a distance of 24 cm in front of the camera.

![Figure 3.21: Criteria for selection and alignment of the cylindrical lens for 3D super-resolution imaging. The PSFs are shown for setups where (A) the astigmatism too weak and does not offer enough sensitivity for high-resolution imaging, (B) the astigmatism is too strong and (C) the astigmatism is suitable for 3D imaging. Scale bars: 600 nm.](image-url)
In the next step, a calibration measurement had to be performed in order to be able to assign specific PSF shapes to the corresponding z-coordinates. In this context, both the sample and the environment in which the calibration measurement is performed are essential. For the selection of a good calibration sample, it is important that the sample is significantly smaller than the PSF of the system in a way that \( \sigma_{\text{object}}^2 \) in Eq. 2.10 is negligible compared to \( \sigma_{\text{PSF}}^2 \). Here, 40 nm sized polystyrene or latex beads were labeled with Cy5 and embedded in a polymeric gel with a refraction index very close to that of water \((n_{\text{gel}} = 1.32)\). A detailed protocol for the preparation of the calibration sample can be found in Section A.1.4.

Embedding the sample in a gel was necessary as the calibration measurement depends on the axial position of the sample as explained in Figure 3.22A: on the left side, the detection optics for a fluorophore directly placed on the surface of a glass microscope slide are shown, whereas the sample on the right side is found in a certain distance from the slide in a medium whose diffraction index is smaller than that of the slide. This is of importance because the emitted fluorescence has to pass several phase interfaces and refraction will be observed at each of them according to Snell’s law. First, refraction occurs at the interface between the sample medium and the glass of the slide. As usually \( n_{\text{Medium}} < n_{\text{Oil}} \), the fluorescence will be refracted towards the perpendicular according to Snell’s law. In the extreme case, which is shown in the left part of the figure, where the object is in direct contact with the surface, refraction does not occur at all. The following interfaces between the slide and the immersion medium as well as between the latter and the objective lens will also induce a small change in direction.
on the light. However, these changes can be neglected in general as the refraction indexes of common immersion oils (in this case: \( n_{Oil} = 1.52 \)) are typically designed to match that of glass \((n_{Glas} \approx 1.5)\). Depending on the distance of the emitter from the surface of the slide the angle of refraction changes as demonstrated in the example on the right part of Figure 3.22A. As a consequence, the remaining detection pathway and eventually the PSF will change as well.

The effect of these considerations is demonstrated in Figure 3.22B-E: Figure 3.22B shows the PSF for a bead placed directly on the glass slide and imaged with the implemented cylindrical lens. The middle image was taken when the bead was in focus, the left and the right image show the PSF for positions above and below the focal plane, respectively. The same measurement was performed for a bead embedded in a gel as described above. In Figure 3.22C, TIRF illumination was used in order to ensure that a bead relatively close to the slide was imaged, whereas the bead in Figure 3.22D was imaged with widefield illumination. Although the general shapes of the PSFs seemed to be relatively similar, the corresponding calibration curves in Figure 3.22E, where the differences of the PSF standard deviations, \( \sigma_x - \sigma_y \), were plotted against the axial position \( z \), revealed divergences. Especially the curve for the bead in contact with the glass slide (blue curve) showed a significant deviation from the curves for the beads in a gel using either TIRF (red curve) or widefield illumination (green curve). It has to be pointed out that these deviations were larger for positions measured below the focal plane, which were closer to the glass slide. The difference between the two curves for the beads in gel was not as large but nevertheless still visible. Another observation that should not be omitted can be found in the right image of panel B: the PSF acquired very close to the surface of the slide appeared to be split, which was probably the result of a reflection on the surface. This is supported by the fact that a similar pattern is visible in the left image of panel C, where reflection on the upper surface on the gel could be the reason. In contrast, the PSF of the bead in the middle of the gel (panel D) did not show such an artifact. All these observations underline the significance of the axial position at which the calibration curve for 3D STORM was measured.

Taking all of this into consideration, a calibration curve shown in Figure 3.23A and B could be acquired. Again, a 40 nm sized, labeled bead as described above was scanned in steps of 10 nm by moving the piezoelectric objective scanner. In panel A, the standard deviations of the fitted PSF in \( x \) and \( y \)-direction, \( \sigma_x \) and \( \sigma_y \), were plotted against the axial position. It has to be pointed out that the two curves should be symmetric to each other as it is the case in Figure 3.23A. If this is not the case, it is most likely a sign for a misaligned detection channel. A reason for this can, for example, be a tilted cylindrical lens. Such a misalignment will result in a tilted PSF shape and has to be corrected in order to achieve a good resolution in the axial dimension.

Another form of presentation of the calibration measurement, which was already used in Figure 3.22E, is shown in Figure 3.23A, where \( \sigma_x - \sigma_y \) is plotted against \( z \) and subsequently subjected to a polynomial fit. In the case of well aligned detection optics including the cylindrical lens, this plot should give a straight line. The obtained parameters from this fit can be used afterwards to transform the PSF standard deviations of any sample into \( z \)-positions as long as the optics are not changed and imaging is performed in approximately the same height as the calibration before due to the reasons described above.

Another important aspect for 3D super-resolution imaging is the stability of the microscope system and applied correction mechanisms like the perfect focus system. In fact, the demands on stability are significantly higher than they are for 2D super-resolution imaging. This was tested for the described microscope by monitoring the \( z \)-position of a 40 nm sized bead from the calibration sample over time. The respective \( z \)-positions were subsequently obtained by applying the calibration curve shown in Figure 3.23B yielding the results that are depicted
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Figure 3.23: Optimized calibration curve and setup stability test for 3D STORM. (A) A calibration curve at optimized microscope alignment condition is shown either with standard deviations, $\sigma_x$ and $\sigma_y$, directly plotted against the axial position $z$ or (B) in the form of $\sigma_x - \sigma_y$ that allows a polynomial fit. (C) The stability of the 3D STORM setup was tested by monitoring the position of a 40 nm sized bead over 10 minutes.

in Figure 3.23C. It can be seen that the position of the sample was stable within a range of approximately 80 nm over a time period of 10 minutes. This value therefore defines the best achievable axial resolution under the given conditions.

3.6.2 3D dSTORM imaging of test samples and data analysis

After the optimization of the calibration process, test measurements with appropriate samples were performed in order to evaluate the resolution capacity of the microscope in the axial dimension. First experiments were performed with Cy5-labeled polystyrene beads with a nominal diameter of 200 nm (for a detailed sample preparation protocol, see Section A.1.3). Figure 3.24A shows the diffraction-limited image of such a bead sample, which was emulated from the average time projection of the widefield image stack that was acquired for dSTORM imaging. Figure 3.24B shows the $x$-$y$-projection of the reconstructed 3D dSTORM image of one selected bead. This image would correspond to the corresponding 2D dSTORM image. The lateral dimensions of the structure in terms of the FWHM of a Gaussian function fitted to the cross-sections were 214 nm in the $x$- and 225 nm in the $y$-dimension, respectively, which reproduced the nominal size of the bead accurately. Figure 3.24C depicts the $x$-$z$-projection of the same bead, revealing an apparent size of 247 nm in the axial dimension. These results showed that
it was possible to reproduce the actual size of the bead in good proximity although the axial resolution (162 nm) was worse than the lateral resolution of 64 nm in the \( x \)- and of 40 nm in the \( y \)-dimension, respectively.

![Figure 3.24: 3D dSTORM imaging of polystyrene beads. (A) The average time projection of an image stack acquired for dSTORM emulates the widefield image of 200 nm sized polystyrene beads. Scale bar: 10 \( \mu \)m. (B) The \( x \)-\( y \)-projection and (C) the \( x \)-\( z \)-projection of the 3D dSTORM image of the bead marked by the rectangle in panel A reveals the spherical shape of the bead. Scale bars: 600 nm.](image)

Although imaging of the bead sample demonstrated the successful implementation of 3D dSTORM, a more complex and finer structure was required to determine the limits in resolution, which is achievable under the given conditions. For this purpose, immunostained microtubules in HeLa cells were imaged, which were prepared following the same protocol as for 2D dSTORM imaging. Figure 3.25A shows the diffraction-limited TIRF image of a cell with immunostained \( \alpha \)-tubulin, which was generated by means of the average time projection of the image stack acquired for super-resolution imaging. Figure 3.25B depicts the corresponding 2D dSTORM image and Figure 3.25C the 3D dSTORM image (generated with rapidSTORM [97]), where the color code represents the axial position. In contrast to panels A and B, the axial course of the single microtubule filaments becomes clearly visible in the three-dimensional image. Different levels can be easily distinguished and the relative position of filaments at crossing points is revealed, which is information that is not accessible in conventional widefield fluorescence microscopy or TIRFM.

The resolution calculated for the image shown in Figure 3.25C was 51.4 nm in \( x \)-, 45.2 nm in \( y \)- and 161 nm in \( z \)-direction (Figure 3.25D). Whereas the resolution in the lateral dimensions lay approximately in the same range as found for the 2D image in Section 3.5, the axial resolution could not compete with this value. Although axial resolution cannot be expected to be as good as the lateral resolution, literature values for astigmatism-based 3D STORM report resolutions down to 50 nm (cf. Table 2.2, [72, 73]), which is considerably better than the resolution that was achieved here. Additionally, axial resolution was also worse than the position stability of 80 nm that was determined in the previous section. In order to improve axial resolution, it is necessary not only to increase the current photon yield but also to seek a further improvement of the mechanical stability of the microscope, which might be a reason for the larger discrepancy to literature values in the case of the axial resolution.

Optical resolution is not the only criterion that defines the quality of a super-resolution image. Structural features like the size of attached labels can also have a significant impact. In order to analyze structural resolution, a single filament, which is marked by the white rectangle in Figure 3.25C, was selected and 2D projections were calculated for the different dimensions. These projections are shown in the inlays in Figure 3.25E-G, where Figure 3.25E shows the \( x \)-\( y \)-projection, Figure 3.25F the \( x \)-\( z \)- and Figure 3.25G the \( y \)-\( z \)-projection of the selected filament.
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Cross-sections were taken for each projection and averaged over the entire length of the selected part of the filament (black curves, where the error bars represent the standard error of the mean). A one-dimensional Gaussian function was subsequently fitted to the respective cross-sections and the diameter of the filament estimated by the obtained FWHM. The diameter was found to be 81 nm in the \(x-y\)-projection, which was comparable to the value measured with 2D dSTORM. Again, the additional size of the attached antibodies has to be accounted for to explain the difference to the actual diameter of a microtubule filament. Measurements of the axial height of the filament yielded values of 184 nm (\(x-z\)-projection) and 159 nm (\(y-z\)-projection). These values match with the axial resolution calculated above, which therefore does not allow the determination of the actual diameter, which should, in theory, lie in the same range as for the lateral dimension.

Overall, the performed test measurements showed that three-dimensional super-resolution imaging could be successfully established on the constructed microscope applying the settings and parameters presented in Section 3.6.1. Although the resolution in the axial dimension can still be improved, it could be demonstrated that the present conditions have the capacity to provide meaningful insights into the three-dimensional organization and structure of biological samples.

3.7 Multi-color dSTORM

The vast majority of biological processes consists of an interaction of two or more different structures. Therefore, it is necessary to distinguish between distinct components using fluorescence microscopy in order to understand existing connections between them. This can be realized in the form of multi-color experiments where distinct structures are labeled with differently colored fluorescent labels. This approach can be combined with localization-based super-resolution techniques as was already introduced in Section 2.3.1.2.

In order to test the capability of the established super-resolution microscope to perform multi-color experiments, a multi-color dSTORM experiment was performed where Cy3 and Cy5 were used to label two different structures for imaging. This experimental approach was chosen as multi-color dSTORM is relatively easy to realize compared to other alternatives. Multi-color STORM experiments, for example, require labeling of different structures with different activator-reporter combinations as described in Section 2.3.1. As a consequence, crosstalk

Figure 3.25 (preceding page): 3D dSTORM imaging of HeLa cell microtubules. (A) The TIRF image of immunostained microtubules of a HeLa cell was emulated by the average time projection of a TIRF image stack acquired for dSTORM imaging. (B) The 2D dSTORM image of the cell shown in A reveals fine structure of the microtubule network and (C) the corresponding 3D dSTORM image of A further gives insight into the axial course of the filaments, the color code corresponds to axial position in nanometers. Scale bars: 10 \(\mu\)m. (D) Displacement analysis returns resolutions of 51.4 nm in \(x\)-direction (top panel), 45.2 nm in \(y\)-direction (middle panel) and of 161 nm in \(z\)-direction (bottom panel) for the super-resolution image shown in C. (E-G) 2D projections (small inlays) of a single filament marked by the white rectangle in C and average cross-sections through these projections (black lines, error bars represent the standard error of the mean) were fitted to Gaussian functions (red). These reveal diameters of the filament by means of the respective FWHM of (E) 81 nm in the \(x-y\)-, (F) 184 nm in the \(x-z\)- and of (G) 159 nm in the \(y-z\)-projection. Scale bars: 500 nm.
caused by incorrect activations has to be corrected. Another alternative would be imaging one structure with PALM and a second structure with STORM. Different imaging conditions (cf. Section 3.2.2) hinder efficient imaging in this case as well as negative effects of cross-activations that can be hardly avoided (cf. Section 4.3.6.1 for details). In multi-color dSTORM, these problems do not occur although chromatic aberrations are a factor that has to be considered. However, it was shown in Section 3.1.3.2 that these can be effectively corrected for by high-resolution mapping.

The system that was selected for testing consisted of the secretory protein Cab45, which was immunostained with Cy3-labeled antibodies, and a second secretory protein, LysC, which was labeled with Cy5 and has been shown [112] to bind to Cab45. For this in vitro experiment, LysC was allowed to cluster on a glass slide and Cy3-labeled Cab45 was added subsequently. Figure 3.26A depicts the widefield image of a cluster of Cy5-labeled LysC agglomerating on the glass slide whereas Figure 3.26B shows the corresponding image of Cy3-labeled Cab45 taken at the same spot. An overlay of both images can be found in Figure 3.26C, which revealed that Cab45 is associating to the LysC structure.

![Figure 3.26: Demonstration of dual-color dSTORM.](image)

Subsequently, widefield image stacks were acquired in both colors for subsequent reconstruction of a dual-color dSTORM image. The Cy5-labeled structure was imaged first in order to avoid photobleaching of Cy5 molecules by excitation at 561 nm, which is required for dSTORM imaging of the Cy3-labeled structure. Drift was first calculated separately for both colors before the drift value that was obtained for the final frame of the first stack was added to the drift values calculated for the second stack. The overlay of the obtained super-resolution dSTORM images is depicted Figure 3.26D. It revealed that Cab45 formed distinct clusters around the LysC substrate. Calculated resolutions were 60.8 nm for Cy5-labeled structure and 87.6 nm for the Cy3-labeled structure. Although the resolutions in this case could not compete with resolutions shown in previous sections, they still lay clearly below the diffraction limit. The difference in resolution between Cy3 and Cy5 was expectable as Cy3 has a significantly lower survival time under the given conditions until photobleaching occurs than Cy5 as described by Dempsey et al. [54]. This means a lower number of detected photons and therefore also a lower
localization accuracy and image resolution.

Although these first experiments presented in this section demonstrated that the microscope is capable of performing multi-color super-resolution experiments, further improvements and refinements are necessary. These include the establishment of multi-color STORM experiments with the corresponding correction algorithms as well as combined STORM and PALM experiments. Further, in order to avoid mutual photobleaching of the dyes, it would be beneficial to enable simultaneous data acquisition of the respective color instead of the sequential acquisition as was performed here. Again, multi-color STORM with different activator-reporter combinations would be the most convenient approach here as it can be performed without the switching of filters or installation of a second detector.

3.8 Summary & Outlook

In this chapter, it was shown that STORM could be successfully established using a self-built microscope setup. Experiments demonstrated that the system provides the required mechanical stability to perform super-resolution imaging with localization accuracies below 10nm. Different analysis parameters and localization algorithms were tested for their performance and image rendering was implemented. The efficiency of the selected methods and analysis algorithms could be demonstrated for super-resolution imaging in two as well as in three dimensions.

Images shown in this chapter could provide resolutions down to 40 nm in the lateral and to 160 nm in the axial dimension although it was possible to improve these values to approximately 30 nm in the lateral and to 120 nm in the axial dimension in experiments that will be shown in Chapters 4 and 5. When these values are compared to literature values that were obtained by the same approach (Table 2.2), an improvement by a factor of 1.5 for the lateral and – when using astigmatism-based imaging – of approximately 2.5 for the axial dimension should be possible. A major factor, which limits the resolution in STORM and dSTORM, depends on localization accuracy, which is determined by the number of detectable photons. Reduction of background noise through improved shielding of the microscope or through a better selection of emission filters could bring some improvement here. Regarding axial resolution, focus stability plays an important role as well. For example, the implemented perfect focus system emerged to be an indispensable extension for 3D STORM or dSTORM. Furthermore, stability of optical settings is influenced by temperature and humidity conditions in the environment of the microscope. The room where the microscope was set up is regulated by a simple ventilation-based air-condition system. Apart from unstable temperature conditions, air current, which flowed over the setup, was a main cause for lateral and axial drift. Movement of the system to a room with a stable temperature control would very likely bring significant improvement as well as a more efficient shielding from external vibrations. In addition, it might be worth considering the removal of the AOTF from the setup and to choose different ways for laser line selection. By doing so, the distortion of the beam introduced by the AOTF would be omitted together with the need for an additional pinhole for beamshape clean-up. This would increase the available laser power at the objective, which would increase the speed and quality of data acquisition. Together with an incubation system that allows for maintaining living cells on the microscope stage, these modifications could open the door for live cell imaging. The latter would also require the introduction of alternate sample labeling techniques to immunostaining, which has been mainly used so far in this work, as it is not compatible with live cell imaging. Apart from PALM imaging, labeling approaches such as SNAP-tags [111] or related techniques can be used for STORM and dSTORM.
Initial experiments further confirmed the capacity of the super-resolution setup for multi-color experiments. However, although these first steps are promising, further efforts are required. These include implementation of additional approaches to multi-color STORM, dSTORM or PALM as described in Sections 2.3.1.2 and 3.7 as well as improvement of the image analysis for efficient correction of occurring errors such as STORM crosstalk. Additional modifications of the microscope in this context might include a second EMCCD camera to simplify dual-color imaging as this would allow parallel imaging instead of sequential acquisition of the data sets for the respective colors.

The applied analysis methods based on least squares Gaussian fitting have shown to provide the required accuracy for localization-based super-resolution imaging. The only drawback was the fact that data evaluation speed was relatively slow compared to values reported in literature (e.g. rapidSTORM by Wolter et al. [97]) although the accuracy of the algorithm is in the end more essential for super-resolution microscopy than speed. Still, faster evaluation would be convenient, for example, to be able to react faster to experimental results. An option for further speed improvement would be, for example, relocation of the fitting algorithm to the graphics processing unit (GPU) of the data analysis unit, which has been shown to bring an acceleration of a factor between 10 and 100 compared to conventional CPU computation [66].

Overall, although minor improvements should still be considered, the microscope and the analysis have proven their capabilities on established samples. For this reason, the method can now be applied to uncharacterized samples to provide answers to currently open biological questions.
Chapter 4

Super-resolution imaging of ESCRT proteins at HIV-1 assembly sites

In this chapter, super-resolution microscopy is applied to the study of the interaction between the human immunodeficiency virus type 1 (HIV-1) and the cellular endosomal sorting complex required for transport (ESCRT), which is recruited by the virus to complete release from an infected host cell in a late stage of the viral reproduction cycle. The contents of the following chapter were published in PLoS Pathogens under the title 'Super-Resolution Imaging of ESCRT Proteins at HIV-1 Assembly Sites' [113] under the creative common license CC BY 4.0 [114].

4.1 Introduction

How HIV-1 exploits the host cell ESCRT machinery for budding is a complex process. In this section, an introduction including general information about HIV and its reproduction cycle is given and then special focus is put on ESCRT-mediated budding from the host cell.

4.1.1 Acquired immunodeficiency syndrome (AIDS) and HIV

Since the first reports of an at that stage unknown disease appeared in 1981 [115] that has become known as the acquired immunodeficiency syndrome (AIDS), it has turned into a pandemic, which has claimed more than 35 million victims worldwide [12]. AIDS is characterized by a gradual collapse of the human immune system that makes AIDS patients defenseless against opportunistic infections that eventually lead to the death of the infected persons. Because of its fatality combined with its pandemic character, AIDS has become one of the most studied diseases of all times. However, despite all the efforts, no cure or vaccine has been found so far although several drugs are available that can in combination suppress the outbreak of AIDS in the case of infection and significantly prolong the lifespan of the patient.

A first breakthrough in AIDS research was achieved in 1983 when two research groups were able to isolate and characterize the pathogen that is responsible for AIDS [116, 117]. In the beginning, it was assumed that the virus behind AIDS, which was named human immunodeficiency virus (HIV), was a variation of the already known human T-lymphotropic virus (HTLV) [118]. However, it soon emerged that the newly discovered virus must belong to a different genus. HIV belongs to the genus of lentiviruses, which are part of the family of retroviruses. The name lentivirus refers to the fact that diseases caused by these viruses stand out by their relatively slow progress [119, 120]. For example, a latency period of more than 10 years can easily lie between an infection with HIV and the outbreak of AIDS [121].
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It has to be noted in this context that two different types of HIV are known, which are termed HIV-1 and HIV-2, respectively. HIV-2 was discovered several years after HIV-1 [122]. Although both types are very similar in most of the aspects and both cause AIDS, certain differences exist. Infectivity of HIV-2 is significantly lower than of HIV-1 and HIV-2 infections are further characterized by an even longer latency period than typically found for HIV-1. As a consequence, only about 4-5% of all registered HIV infections worldwide are attributed to HIV-2 and these infections are mostly restricted to regions in western Africa [123]. Therefore, most research including this study focuses exclusively on HIV-1. Many results and derived therapies might be transferable to HIV-2 but this cannot be taken for granted.

As all viruses, HIV-1 cannot be considered as a living organism because it is mainly a carrier of genetic material consisting of structural proteins and lipids. For reproduction, viruses depend on infection of living organisms and on exploitation of host cell factors for reproduction of their genetic material and viral proteins. In general, viruses are grouped depending on the genome they carry, which can be either DNA or RNA. In this context, HIV-1 has like all members of the retrovirus family a single-stranded RNA genome [116, 124]. In contrast to other RNA virus families, this genome is transcribed into a DNA intermediate by the viral reverse transcriptase enzyme during replication [116, 125, 126], which will be described in detail in the next section.

Figure 4.1: HIV-1 genome. A simplified scheme of the HIV-1 genome shows the relative position of all 9 HIV-1 genes and the two long-terminal repeat (LTR) sequences on the RNA genome.

The RNA genome of retroviruses, which encodes all viral proteins, is characterized by a relatively small number of genes and is framed on both ends by a long terminal repeat (LTR) sequence. The LTR of HIV-1 is a 640 bp long repetitive sequence [127–129] that, after transcription into proviral DNA by reverse transcriptase, allows integration of the viral genome into the genome of the host cell by viral integrase (reviewed in [130]). Furthermore, the LTR serves as a promoter for transcription of the entire viral genome. All retroviruses have three structural genes in common: env, pol and gag, which also can be found in a scheme of the HIV-1 genome shown in Figure 4.1. These genes encode the envelope protein (Env), the structural group-specific antigen protein (Gag) and polymerase (Pol), which are cleaved into fully processed viral proteins at a late stage of the viral reproduction cycle (for details, see next section). In this context, Env comprises glycoproteins gp120 and gp41, which are integrated into the viral envelope as depicted in Figure 4.2A and which recognize host cell receptors during virus entry [131–133]. The viral envelope depicted in Figure 4.2A, which is present in all retroviruses, is a lipid bilayer taken from the host-cell membrane. The second structural protein, Gag, which is depicted in Figure 4.2B, is a multiple domain protein that contains a matrix domain (MA), which can attach to the lipid membrane and fulfills additional regulatory functions (reviewed in [134]) and a capsid (CA) domain that builds a protecting hexagonal surface lattice around the RNA genome [135, 136]. Further protection of the genome is provided by the nucleocapsid (NC) domain. The C-terminal p6 domain finally plays an important role during release of a
newly formed virion from the host cell (for details, see Section 4.1.3). Unprocessed Gag occurs together with GagProPol in a ratio of 20:1. The latter is a result of a ribosomal frameshift [137] and includes, in addition to Gag, viral integrase, protease and reverse transcriptase. Maintaining this ratio between GagProPol and Gag emerged to be critical for virus reproduction [138].

![Diagram of HIV-1 virion and Gag molecule](image)

**Figure 4.2:** Structure of the HIV-1 virion and the structural protein Gag. (A) The structure of a mature HIV-1 virion particle is shown where viral proteins are labeled in gray and the bilipid membrane and the viral genome are shown in black. (B) The HIV-1 Gag molecule contains the matrix (MA), capsid (CA), nucleocapsid (NC) and p6 domains. Gag occurs together with GagProPol in a ratio of 20:1.

In contrast to other retroviruses, the genome of lentiviruses comprises additional regulatory genes for controlling the expression of the viral genes. In the case of HIV-1, these include, on the one hand, the regulatory genes *tat* and *rev*, which encode the proteins Tat and Rev that support transcription and transport of the structural proteins Gag, Pol and Env (reviewed in [139]). On the other hand, HIV-1 features accessory genes *vpr*, *nef*, *vif* and *vpu*. The corresponding accessory proteins fulfill various functions in the life cycle of the virus, for example, helping to circumvent defense systems of the host cells (reviewed in [140]).

### 4.1.2 HIV-1 life cycle

The effectiveness of HIV-1 is mainly attributed to the fact that it directly attacks the human immune system by infecting cells with CD4 receptors, such as T-cells, macrophages or dendritic cells. T-cells are regarded as their main host [141] although HIV-1 also infects the early immune response system, which consists of macrophages or dendritic cells [142, 143]. These cells play a key role in the immune response as they recognize and bind foreign antigens that are presented by major histocompatibility complexes (MHC) on the surface of infected cells. Subsequently, they either activate macrophages that destroy the infected cells or recruit B-lymphocytes that, in turn, produce specific antibodies that mask those antigen surface proteins on the pathogen. Cells decorated by antibodies are later recognized by phagocytes and destroyed [144]. Removal of T-cells from this pathway through HIV-1 therefore inflicts critical damage on the human immune system.

Recognition of CD4 molecules on the surface of a potential host cell is therefore the first step in the reproduction cycle of HIV-1, which is depicted in Figure 4.3. The viral membrane
protein gp120, which is encoded in env, binds to CD4 receptors at the host cell membrane [141]. Following this first anchoring, at least one additional chemokine coreceptor (CCR5 or CXCR4) at the host cell membrane is targeted. They induce a structural change in gp120, which is an additional viral membrane protein derived from env, to induce the fission process, which results in fusion of the membranes [145]. Fusion is the main entry pathway for HIV-1, although the virus particle can also be taken up by endocytosis. This alternative occurs in lower quantity than fusion but it nevertheless can lead to viral reproduction [146].

Entry is followed by the formation of a reverse transcription complex (RTC) where reverse transcriptase starts to convert the RNA genome into proviral DNA. Along with transcription, the viral capsid, which protects the viral genome, starts to disassemble. It is assumed that this uncoating is a gradual process although it is not fully understood at which time point it starts relative to reverse transcription (reviewed in [147]). RTC is transported towards the nucleus exploiting the cytoskeleton of the host cell. Upon completion of reverse transcription and uncoating, RTC is converted into a pre-integration complex (PIC), which, apart from the proviral DNA, also comprises viral integrase and the viral protein R (Vpr, encoded by vpr). The PIC is required to recruit nuclear import factors that mediate transport through nuclear pore complexes to overcome the nuclear membrane. In the nucleus, viral integrase mediates integration of the proviral DNA into the host cell genome. In contrast to many other viruses that are not able to overcome the nuclear membrane, this represents a considerable evolutionary advantage and allows HIV-1 to infect non-dividing cells with an intact nuclear membrane. Integration can be followed by a latency period, where the virus remains dormant, making it temporarily undetectable by the immune system (reviewed in [148]). Eventually, however, the viral genome is transcribed into mRNA where the LTR (Figure 4.1) serves as promoter
for the cellular RNA polymerase and transcription elongation is additionally promoted and regulated by viral Tat protein. Subsequently, some of the produced mRNA strands are spliced for translation. Alternative splicing leads to different mRNA strands, which are translated into the regulatory, accessory and structural viral proteins (reviewed in [139]). Unspliced copies of the full RNA genome are exported from the nucleus by the regulatory protein Rev and are later packed into the newly formed virus.

Subsequent assembly of new viral particles is mainly orchestrated by the structural protein Gag, which can be seen by the fact that already the expression of Gag alone leads to formation of virus-like particles (VLP) in cells [149]. With its lipophilic MA domain (Figure 4.2B), Gag is able to bind to lipid membranes where the cellular phospholipid PI(4,5)P_2 seems to play an important role for specific targeting of the cell membrane [150]. When Gag accumulates at the cell membrane, multiple Gag molecules form a hexagonal lattice, which induces membrane curvature by introduction of irregular lattice defects [151, 152]. The assembly process can be grouped into three different phases as described by Ivanchenko et al. [153]. In experiments where fluorescently labeled Gag.eGFP was expressed in the context of the full HIV genome, a first phase was observed that is characterized by successive recruitment of Gag molecules to the membrane, which was detected by an increasing fluorescence intensity. The duration of this phase is approximately 8-9 minutes but might be faster when Gag.eGFP is expressed alone [154]. The recruitment comes to a halt in a second phase before the fluorescence intensity decreases again in the third phase when the newly formed particle detaches from the cell. Gag further binds remaining components of the virus such as the viral RNA genome by the NC domain [151] and other viral proteins. Assembly is closely connected to budding where the newly formed, immature virion is released from the host cell assisted by the cellular ESCRT machinery. This process will be discussed in detail in the following section.

The very last step in the HIV-1 replication cycle is called maturation. Here, the large structural proteins Gag and GagProPol are cleaved into their subcomponents and a conical capsid protecting the RNA genome is formed. The newly formed virion is infectious only after maturation is complete and is able to infect new host cells, which starts the cycle again.

### 4.1.3 ESCRT-mediated budding of nascent HIV-1 particles

The budding of HIV-1 at the plasma membrane of a host cell and the subsequent release of a newly formed immature HIV-1 virus particle is a process containing multiple steps, from which many depend on recruitment and exploitation of a number of host cell factors by the virus. The initial formation of the viral bud is primarily induced by membrane associated Gag molecules as described before. Whereas their assembly and membrane deformation steps do not essentially need support from host cell factors [155], the final steps leading to membrane fission and the release of the viral particle depend on recruitment of the cellular ESCRT machinery [156–158]. The latter plays a key role in various membrane bending and fission processes in the cell, for example cytokinesis (reviewed in [159]), formation of multivesicular bodies (MVB) ([160] and reviewed in [161, 162]) or nuclear envelope reformation [163]. ESCRT is a multiprotein complex whose components can be categorized into four subcomplexes (ESCRT-0, ESCRT-I, ESCRT-II and ESCRT-III) and an additional number of associated proteins such as VPS4 and the ALG-2 interacting protein X (ALIX) (reviewed in [164, 165]). Each of these subcomplexes fulfills different tasks in the host cell: these include recognition and sorting of cargo for MVBs, proteins that actually mediate membrane fission and factors that are responsible for the disassembly of the ESCRT complex. HIV-1 does not employ all components of ESCRT but mainly certain components of ESCRT-I and ESCRT-III as well as the AAA ATPase VPS4 and the ESCRT
associated ALIX protein [158, 166–173]. There are also studies that show a dependency of HIV-1 reproduction on ESCRT-II [174] as well as on ESCRT-0 [175].

**Figure 4.4:** Gag-ESCRT interactions. (A) A simplified schematic of the interaction scheme between HIV-1 assembly sites and the ESCRT recruitment pathway. The constructs analyzed in this study are highlighted in green. *HA indicates the use of an HA-tagged mutant. (B) An overview of the proposed models of membrane scission where ESCRT factors (green) that are recruited by HIV-1 Gag (magenta) at the plasma membrane (black) interact either via external constriction from the cytosol (cytosolic model, Model 1), via internal constriction of the budding virus in the neck region (neck model, Model 2) or from within the bud (bud model, Model 3).

The ESCRT recruitment process, which is depicted in Figure 4.4A, is initiated by the C-terminal p6-domain of HIV-1 Gag. p6 contains several motifs, from which two late domain motifs are of particular interest for this step. The term late domain or L-domain in this context refers to the function of these sequences in a late stage of the virus release process (reviewed in [176]). Mutations at these L-domain motifs are therefore suitable to arrest viral release at a very late stage. One of these L-domains found in the p6-domain of HIV-1 Gag is the so called PT/SAP motif that is able to interact with a component of ESCRT-I, the tumor susceptibility gene 101 (Tsg101) [171, 177–179]. Experiments have shown that mutations in the PT/SAP motif lead to an arrest of virus budding [171, 180, 181]. An ESCRT-recruiting PT/SAP domain can be found in all lentiviruses except for the equine infectious anemia virus (EIAV). Here, a L-domain YPXL motif triggers virus release [182]. This is also possible in the case of HIV-1 Gag, which can use its own YPXL motif to recruit ALIX, exploiting a second pathway [166, 172, 183]. However, this alternative plays only a minor role for ESCRT recruitment compared to PT/SAP [173]. This is in agreement with the observation that mutations of the ALIX binding site in YPXL have less effect on HIV-1 release than it is the case for the Tsg101 binding site in PT/SAP [184, 185]. However, in cases where Tsg101 recruitment is blocked due to a non-functioning PT/SAP motif, HIV-1 particle release can be rescued by overexpression of ALIX [184, 186]. Overexpression means that the quantity of a certain protein in a cell is enhanced compared to the original amount, which happens, for example, upon transient transfection of an organism with a plasmid that encodes the respective protein. Changes in protein function including trafficking or protein-protein interactions are however a phenomenon that is often observed upon overexpression, which can be even more critical when a mutant of the original protein is
expressed. In this case, the number of molecules of the mutated version will outnumber the endogenous protein molecules. For example, when a version of ALIX is overexpressed where the binding site to p6 is removed or replaced by other proteins, virus production is disrupted [172, 187]. This mutant is an example for a dominant-negative effect, which means that the function of the protein is completely abolished [188]. Dominant-negative effects do not only occur as a consequence of mutations but can also occur when fusion proteins are expressed, for example, when a fluorescent protein is tagged to the original protein for visualization. In extreme cases, when the function of the disrupted protein is vital for the cell, this can lead to cell death.

ESCRT-I and ALIX are mainly responsible for initiation of the fission process and deliver additional support for membrane bending and remodeling by ESCRT-III [189]. The latter is regarded as the key component for membrane remodeling necessary for catalyzing fission. ESCRT-III consists of several proteins, which are summarized under the name multivesicular body proteins (CHMP) comprising the proteins CHMP2, CHMP3, CHMP4 and CHMP6. In the first step of ESCRT-III mediated membrane remodeling, CHMP4 is recruited by ALIX [172, 184, 190] through interaction of its Bro1-domain with CHMP4 [190]. Three isoforms are known for CHMP4, which are termed CHMP4A, B and C, respectively. Although they fulfill similar functions, CHMP4B has been shown to be the major binding partner of ALIX. First of all, the expression level of CHMP4B has been shown to be significantly higher than for the other isoforms [191]. Secondly, siRNA based depletion of CHMP4B has – in contrast to CHMP4A or CHMP4C – a clear effect on viral infectivity and almost completely arrested virus release [169]. Depletion experiments by Morita et al. have further shown [169] that at least one CHMP4 isoform is required for the release of virus particles as well as one of the isoforms of CHMP2, CHMP2A or B. Depletion of CHMP3 on the contrary causes only a moderate reduction of particle release. CHMP4 has been found to build polymeric filamentous structures that effectively constrict budding necks and drive membrane fission. This process has not only been observed for HIV-1 release [157, 158, 192] but also for the cellular functions of ESCRT such as cytokinesis [159, 193] or MVB formation [194]. CHMP4 is further able to interact with CHMP3, which then recruits CHMP2A as shown by Morita et al. [169]. Alternatively, CHMP4 can also interact directly with CHMP2B although the first pathway seems to be preferred. Regardless of its recruitment, CHMP2 serves as a bridge to activate VPS4, which is responsible for disassembly of the complex after fission is complete. VPS4 is predominantly recruited to the budding site at the second phase of viral assembly (see above) as shown by Baumgärtel et al. [195]. Further results however suggest that VPS4 may have additional roles in membrane remodeling apart from ESCRT disassembly [168, 195].

Jouvenet et al. [168] further investigated the dynamics of certain ESCRT recruitment by HIV-1 and EIAV using fluorescent protein tagged (FP-tagged) versions of the respective proteins. They found that the assembly of ESCRT proteins CHMP1B, CHMP4B/C and VPS4 is a transient process that takes place in the range of a few minutes. The only exception was ALIX, which seemed to accumulate at EIAV budding sites.

Whereas the recruitment pathway that HIV-1 exploits for budding is relatively clear, the actual mechanism and geometry of this fission process has still not been fully understand. Different models have been proposed regarding how ESCRT and especially ESCRT-III might drive membrane fission.

One model (Figure 4.4B, Model 1) was presented by Hanson et al. [196] who performed cryo-EM experiments with COS-7 cells over-expressing tagged ESCRT components. They observed large, lasso-like spirals of ESCRT filaments surrounding a central hole. It was speculated [197] based on in vitro experiments with liposomes that CHMP4 oligomers encircle the cargo and then actively support membrane deformation and subsequently constrict the neck [198].

The second model postulates, in contrast to Model 1, that ESCRT-III filaments rather as-
semble within the neck of the bud (Figure 4.4B, Model 2, reviewed in [194]) and form there either dome- [199, 200], whorl- [201], circular- or spiral-shaped structures [193, 197, 202–206]. CHMP4 filaments here drive narrowing and constriction of the neck assisted in the case of HIV-1 by VPS4 ATP-hydrolysis until its radius goes below 3 nm whereupon spontaneous fission occurs [199, 207]. ESCRT-III proteins CHMP3 and CHMP2 are suggested to form a cap for CHMP4 filaments [208] and stabilize the neck from within together with CHMP2A and B by forming a dome-structure [199, 200, 202, 205]. This is supported by electron micrograph images [169], which showed CHMP2 striations in the neck at cells where budding was arrested in a late stage. Lata et al. [200] further found tubular structures formed by CHMP2-CHMP3 heteromeric complexes in a dome-like assembly using in vitro cryo-EM imaging. Additional support for Model 2 was given by in vitro experiments with giant unilamellar vesicles and purified ESCRT-III, which further showed involvement of other ESCRT-III components such as CHMP6 in the initial membrane neck formation during HIV-1 assembly [160, 197]. Bleck et al. [209] further detected ESCRT-III fusion constructs in the context of labeled Gag assemblies rather at the edge of the Gag assembly using dual-color super-resolution microscopy, which is also consistent with a within-neck-model. Cashikar et al. [203] performed deep-etch electron microscopy and observed ESCRT-III in VPS4 depleted cells forming spirals with an approximate diameter of 110 nm encircling nascent virus buds. This additionally suggests that VPS4 might be required for the disassembly of ESCRT-III structures.

The third model (Figure 4.4B, Model 3) was proposed by van Engelenburg et al. [210] who performed three-dimensional iPALM imaging of Gag assemblies in the context of FP-tagged versions of Tsg101, CHMP2A and CHMP4B and VPS4. Probability density maps showed all analyzed ESCRT components assembling within the head of the virus bud rather than in the neck. This model has been very controversial as so far. In particular, only negligible amounts of ESCRT proteins apart from ALIX could be found in biochemical analysis of released viral particles [166, 172, 211]. It is in this context difficult to understand how ESCRT proteins in the bud should be removed from the virus after completing membrane fission.

4.2 Experimental design

Previous experiments for the study of interactions between HIV-1 and ESCRT proteins have mostly focused on in vitro experiments or systems with certain modifications. These include, for example, arrested budding by VPS4 depletion in order to increase budding statistics or tagging of ESCRT proteins with fluorescent marker proteins. The differences between the models that have been proposed might therefore be a consequence of the experimental conditions. For these reasons, the aim of this study was to observe the respective structures using super-resolution fluorescence microscopy under more physiological conditions in order to obtain results that are not biased by sample modifications. Super-resolution microscopy offers an elegant method to distinguish between the proposed models as the sizes and distributions of the ESCRT proteins should vary significantly depending on the respective model. Furthermore, expected sizes lie in an optimal range for methods such as STORM and PALM. TIRFM imaging further ensures that only processes occurring at the cell membrane were imaged and to avoid bias through cellular autofluorescence background.

One compromise that had to be made was to use HeLa cells for the experiments, which represent an immortal cell line of human cervical cancer cells ([212], reviewed in [213]). Theoretically, it would be preferable to use T-cells or other natural host cells of HIV-1 such as macrophages or dendritic cells for these experiments. However, imaging of T-cells with fluorescence microscopy
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is often challenging as they grow in suspension in contrast to HeLa cells, which makes it difficult to achieve adhesion to the surface required for imaging. Cultivation of dendritic cells and macrophages is also challenging and in the case of macrophages, membrane invaginations could be problematic for imaging of surface structures. For these reasons, HeLa cells were chosen as an alternative, which has been previously used for studies of ESCRT in the context of virus budding (e.g. [168, 172]) and which has been shown to be a good model system for this purpose.

The lack of CD4-receptors in HeLa cells did not affect the experiment as the cells were transiently transfected with plasmids coding the required viral proteins. For this purpose, experiments were performed using the full viral construct pCHIV, which was presented by Lampe et al. [214]: it encodes the entire HIV-1 genome except of the LTR and the accessory nef gene, which overlaps with LTR (cf. Figure 4.1). As a consequence, virus particles produced by pCHIV support the majority of viral functions including all processes involved in assembly and budding but are not able to reproduce. For visualization of the particles in fluorescence microscopy, fluorescent marker proteins such as RFP-derivate mCherry [215] for TIRFM imaging or the photoconvertible protein mEos for PALM [53] were introduced between the matrix and the capsid domain of the viral Gag protein (cf. Figure 4.2B). The obtained constructs are termed pCHIVmCherry [214] and pCHIVmEos [153], respectively, producing the viral particles with the fluorescently labeled Gag molecules Gag.mCherry or Gag.mEos. Insertion at that position has been shown to be compatible with production of virus-like particles [214, 216]. However, a 1:1 mixture of labeled and untagged plasmid was used for transient transfection experiments. Adding of unlabeled plasmids is necessary to avoid the formation of malformed particles caused by spatial hindrance between adjacent fluorescent proteins. The entirety of expressed proteins of both labeled and untagged plasmids was termed HIVmCherry and HIVmEos, respectively. This spiking approach of using fluorescently tagged proteins was chosen as other techniques like, for example, immunostaining of the viral Gag shell were not applicable. Super-resolution imaging requires a highly dense labeling to achieve good resolutions. No anti-Gag antibodies were available that provided the required specificity for STORM or dSTORM imaging. This can be due to the fact that the relatively dense packing of Gag proteins in the curved shell matrix makes it difficult for the relatively large antibody molecules to bind.

For control experiments with arrested budding, a mutant of pCHIV was used where the late PT/SAP motif is disrupted thereby blocking the predominant ESCRT recruitment pathway exploited by HIV-1. This mutant is termed pCHIV (late-) and were either used in wildtype form or tagged with a fluorescent protein at the same position as in pCHIVmCherry. Expression of a 1:1 mixture of tagged and untagged late- constructs gave HIVmCherry (late-) particles.

In the case of the ESCRT proteins Tsg101, CHMP2A and the ESCRT-related protein ALIX, the endogenous proteins were immunostained with commercially available antibodies, which were fluorescently labeled for STORM and dSTORM imaging (see Section A.2). Only in the case of CHMP4B, an epitope tagged version had to be used as no anti-CHMP4B antibodies featuring the required specificity were available. An epitope-tagged version of CHMP4B was expressed in HeLa cells where the human isoform of the protein was tagged with a hemagglutinin (HA) label (CHMP4B-HA). This relatively small HA-tag was chosen to minimize any dominant-negative effect on ESCRT recruitment that significantly reduces virus release and infectivity [166], as has been known for CHMP4 isoforms fused to fluorescent proteins [166, 196].

As immunostaining was not possible for imaging of HIV-1 assembly sites, PALM was used in this case whereas STORM or dSTORM were used for imaging of ESCRT proteins. STORM instead of dSTORM was used for experiments performed chronologically first (CHMP4B-HA and ALIX) when the required laser power for dSTORM (cf. Section 3.2.2) was not yet available. Immunostaining further requires fixation and permeabilization of the cells, which, on the one hand, does not allow for the study of dynamics but, on the other hand, conserves the transient ESCRT structures ensuring that also long data acquisition times needed for STORM do not
affect the quality of the results. As the acquisition of dual-color super-resolution images did not bring enough statistics under the given conditions (cf. Section 4.3.6.1), identification of HIV-1 assembly sites was performed by searching for colocalizations of ESCRT and HIV-1 structures in the overlay of the respective TIRF images and the sizes of viral clusters and ESCRT protein assemblies were determined in separate super-resolution experiments. Size determination was performed as described in Section 3.4 by fitting a Gaussian function to the vertical and horizontal cross-section through the respective structure. The average FWHM of both fits was then taken as an estimate for the cluster size. Detailed protocols regarding sample preparation and data evaluation can be found in Section A.2.

4.3 Results

4.3.1 Characterization of HIV-1 assembly sites using PALM

In order to be able to compare the sizes of ESCRT components with the size of HIV-1 particles, super-resolution PALM imaging of the HIV-1 Gag shell was performed in a first step according to the protocol described in Section 3.2.2. For this purpose, HeLa cells were transfected with pCHIV\textsuperscript{mEos} and untagged pCHIV in a 1:1 mixture. HeLa cells displaying HIV\textsuperscript{mEos} in TIRF images (Figure 4.5A, left panel) were subsequently imaged with PALM in TIRFM mode. The comparison between the TIRF image (Figure 4.5A, middle panel) of a single virus bud and the respective super-resolution PALM image (Figure 4.5A, right panel) underlines the need of super-resolution microscopy techniques for analysis: only the PALM image is able to reveal round, dense structure of the HIV-1 budding site. It has to be noted that this cluster consists of many precisely localized Gag.mEos molecules at the membrane whose overlaid positions render the structure of the assembly site.

The average of the FWHM of the Gaussian functions fitted to the horizontal and vertical cross-sections of 159 HIV\textsuperscript{mEos} clusters was used to determine the sizes of the underlying HIV-1 budding sites as described in Section 3.4. Under the given conditions, the diameter size distribution of an individual budding site ranged from 70 to 220 nm (Figure 4.5B) with a mean value of 116 ± 36 nm. When the cluster size was estimated by means of the Ripley’s L-function, the result for the mean HIV-1 particle size was 141 ± 41 nm. This is in good agreement with sizes determined from super-resolution fluorescence images with Ripley’s L-function by Lehmann \textit{et al.} (94 ± 37 nm) [101], with FWHM analysis by Eckhardt \textit{et al.} (∼ 140 nm) [217] and with a cluster analysis of Gunzenhäuser \textit{et al.}, which gave a cluster radius of 53 ± 12 nm [218]. They agree also with cryo-EM measurements of the virion particle size of 169 ± 25 nm [219], 145 ± 25 nm [220] and 125 ± 14 nm [221].

However, in order to ensure that the obtained value is not biased by artifacts, which might arise from fixation or permeabilization, an analogous PALM experiment was performed using living, non-fixed cells that expressed HIV\textsuperscript{mEos}. The size distribution of 54 HIV-1 assembly sites in living cells is shown in Figure 4.5C. Measuring of the cluster size with the same methods as for the fixed cells gave average diameters of 108 ± 35 nm by means of the FWHM and of 152 ± 37 nm using Ripley’s L-function. No significant differences could therefore be found compared to the fixed and permeabilized cells, which proves that this particular treatment required for immunostaining, does not create artifacts, but gives a reliable reference value for super-resolution imaging of ESCRT and ALIX structures.
Figure 4.5: Super-resolution imaging of HIV-1 assembly sites. Cells were transfected with equimolar amounts of pCHIV\textsuperscript{mEos} and untagged pCHIV. (A) Left panel. The average, drift-corrected time projection of a TIRF image stack acquired for PALM of a cell expressing HIV\textsuperscript{mEos} emulates the corresponding TIRF image and shows various HIV-1 assembly sites. Scale bar: 10 μm. Middle panel. A zoomed-in TIRF image of a single HIV-1 assembly site highlighted by the white box in the left panel is shown. Scale bar: 500 nm. Right panel. The drift-corrected super-resolution PALM image of the HIV-1 assembly site shown in the middle panel is rendered. Scale bar: 500 nm. (B) The size distribution of 159 HIV\textsuperscript{mEos} clusters determined from the FWHM of the Gaussian fit of the super-resolution images yields an average size (FWHM) of 116 ± 36 nm. (C) The size distribution of 54 HIV\textsuperscript{mEos} clusters in non-fixed cells is shown with an average size (FWHM) of 108 ± 35 nm. N represents the number of analyzed colocalizing clusters.
4.3.2 Verification of efficient immunostaining inside nascent HIV-1 buds

Although PALM successfully allowed super-resolution imaging of HIV-1 budding sites, this approach was discarded for imaging of ESCRT proteins. PALM requires a FP-tagged version of the respective proteins and previous works showed that fusing ESCRT proteins to large tags such as fluorescent proteins often affects its functionality [167, 183, 222, 223]. For this reason, all ESCRT proteins analyzed in this study were labeled by immunostaining using appropriate commercially available antibodies and were subsequently imaged with STORM or dSTORM. The accuracy and resolution of STORM and dSTORM images, however, depends considerably on the achievable labeling efficiency and effectivity of immunostaining. Although it could be shown that fixation and permeabilization of the cells did not have any effect on the observed structures, additional aspects have to be considered. Apart from the required specificity of the antibodies, which has to be tested for each experimental setting, it is also important to take into account the finite size of the antibody molecules of approximately 10 nm [108]. For this reason, it has to be ensured that these proteins are able to diffuse through the neck of a nascent virus bud. Otherwise, it would not be possible to differentiate between Models 2 and 3.

The efficiency of labeling protein structures within the bud was determined by a control experiment using an eGFP-tagged version of the viral accessory protein Vpr. Interaction with the C-terminal p6 domain of the polyprotein precursor Pr55Gag recruits Vpr into the bud [224–226]. In contrast to other proteins that are in the immature state of the HIV-1 particle parts of Gag or GagProPol polyproteins, Vpr is already present in its fully processed form at this point. As no reliable anti-Vpr antibody was available, an eGFP-tagged version (eGFP.Vpr) was used for this experiment, which was labeled with anti-GFP antibodies. eGFP.Vpr was co-expressed with HIV-1 Gag alone instead of the full viral construct HIVmCherry, which would also comprise wildtype Vpr, which is not detectable by the anti-GFP antibodies. A previously described Rev-independent Gag expression construct [227], which can be expressed without the viral regulatory Rev protein, was used for this purpose. Similar to the pCHIV constructs, a 1:1 mixture of unlabeled and labeled Gag is used for transfection in order to allow visualization in fluorescence microscopy. In contrast to HIVmCherry, the FP tag is fused to the C-terminus of Gag.mCherry.

In order to avoid artifacts in the form of malformed buds caused by steric hindrance between adjacent FP tags, HeLa cells were transiently co-transfected with an equimolar ratio of plasmids encoding untagged HIV-1 Gag (synGag) and a mCherry-tagged derivative (Gag.mCherry), respectively, together with peGFP.Vpr, which encodes eGFP.Vpr. Cells were fixed at 18-20 hours after transfection and eGFP.Vpr was stained for dSTORM imaging using primary polyclonal anti-GFP antibodies and corresponding secondary antibodies labeled with Cy5. TIRF images of cells expressing all three constructs showed characteristic fluorescence signals for eGFP.Vpr (Figure 4.6A, left panel), Gag.Gag.mCherry (1:1) (Figure 4.6A, middle panel) and anti-GFP immunostaining (Figure 4.6A, right panel). A high number of eGFP.Vpr protein assemblies strongly colocalized with Gag.mCherry budding sites (Figure 4.6B), giving evidence that the Vpr version is functionally recruited by Gag during the assembly process. The majority of eGFP.Vpr clusters (53 %) could also be detected by the introduced antibodies (Figure 4.6C) attesting to the accessibility of proteins inside the nascent bud to immunostaining.

The size of all 49 eGFP.Vpr clusters colocalizing with Gag.mCherry that were detected in dSTORM images of immunostained Vpr were estimated analogously to the size of HIV-1 assembly sites. The fits gave an average FWHM of 56 ± 12 nm (Figure 4.6D), which is smaller than the average diameter that was calculated for a virus bud before. This difference is expectable when eGFP.Vpr has a central localization in the virus bud as assumed. Analysis of the cluster size by Ripley’s L-function with a diameter of 95 ± 53 nm gave a larger average value.
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Figure 4.6: Immunostaining efficiency control experiment. In all images, eGFP.Vpr expressed in HeLa cells was detected by immunostaining or directly via the eGFP fluorescence by TIRFM. (A) TIRF images of a HeLa cell expressing both eGFP.Vpr and Gag.mCherry that was immunostained using antibodies against GFP is visualized in the eGFP channel (left panel), the mCherry channel (middle panel) and the anti-GFP (right panel) channel. Overlays of images demonstrate (B) the colocalizations of eGFP.Vpr and HIVmCherry and (C) the colocalizations of eGFP.Vpr and anti-GFP (magenta: Gag.mCherry, yellow: eGFP.Vpr, green: anti-GFP). Scale bars: 10 µm. (D) The size distribution of eGFP.Vpr clusters colocalizing with Gag.mCherry is determined from the average FWHM obtained by fitting Gaussian functions to the horizontal and vertical cross-sections through the respective eGFP.Vpr cluster. The average cluster size (FWHM) is 56 ± 12 nm. N represents the number of analyzed colocalizing clusters.

but this is to be expected as demonstrated in Section 3.4. Furthermore, this result is in good agreement with experiments performed by Lehman et al. [101] who obtained a similar diameter of 94 ± 17 nm using Ripley’s analysis at PALM images of Dronpa-Vpr.

4.3.3 Characterization of ESCRT proteins and ALIX at HIV-1 budding sites

With the prerequisites laid in the previous sections, the structure and size of ESCRT proteins Tsg101, CHMP4B, CHMP2A and the ESCRT-associated protein ALIX assembling at nascent buds could now be analyzed. The control experiments performed provided the apparent diam-
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eter of HIV-1 budding sites in the context of the applied experimental settings and protocols. It could be further demonstrated that immunostaining could be successfully performed inside the virus bud. The endogenous version of the listed proteins or a version with a small epitope were labeled by immunostaining. For this reason, super-resolution imaging was performed using either STORM or dSTORM.

### 4.3.3.1 Super-resolution imaging of endogenous of Tsg101

As described above, Tsg101 is the first ESCRT protein that is recruited by HIV-1 during virus budding. Tsg101 was imaged by dSTORM, where the endogenous protein was directly stained by adding primary anti-Tsg101 antibodies and appropriate secondary antibodies that were labeled with Cy5. Virus budding was induced by transient transfection of HeLa cells with an equimolar ratio of pCHIV and the pCHIVmCherry. This allowed the identification of Tsg101 assembly sites colocalizing with HIV-1 that are most likely involved in budding and to separate them from other signals, which might be detectable at the cell membrane. Cells were fixed and immunostained 14-15 h after transfection and TIRF images revealed several HIV-1 budding sites (Figure 4.7A, top-left panel). Large fluorescent assembly sites such as the example marked by the white circle were excluded from further evaluation as they most likely did not represent single viruses. This can occur, for example, when the ratio of labeled to unlabeled Gag is high. It has been shown that particles that contain only labeled Gag show a significantly decreased infectivity [216]. TIRFM imaging further revealed a high number of immunostained Tsg101 protein assemblies at the membrane (Figure 4.7A, bottom-left panel). An overlay of this image with HIV-1 budding sites showed that Tsg101 assemblies could be categorized into colocalizing and non-colocalizing structures, where the number of the latter was significantly higher than of colocalizing structures (Figure 4.7A, right panel). From 1052 Gag assembly sites in 14 analyzed cells, only 18 (1.8%) colocalized with Tsg101. This apparently low number of colocalizations, however, has to be seen in the context of the transient, dynamic nature of ESCRT recruitment during HIV-1 budding [168, 211]. When using fixed-cell samples, only
snapshots of such processes be observed. Super-resolution dSTORM images of these colocalizing Tsg101 assemblies characterized all these structures as small, condensed, circular clusters as shown at the example in Figure 4.7B. Analysis of cluster sizes based on the FWHM (Figure 4.7C) revealed sizes between 40 and 75 nm with a mean value of $58 \pm 7$ nm, which was significantly smaller than the value obtained for the HIV-1 bud size in the previous section.

In order to get further insight into the function of the remaining, non-colocalizing Tsg101 structures assembling at the membrane of transfected cells, the size distribution of these protein assemblies was analyzed analogously. Despite the fact that the visual appearance, which showed circular, condensed structures as well, was similar to the results found for actual budding sites, the size distribution of all 141 detected non-colocalizing Tsg101 clusters (Figure 4.7D) revealed a larger distribution ranging from 35 up to 135 nm although the average diameter of $60 \pm 15$ nm by means of the FWHM was comparable to that of the colocalizing structures.

In order to be able to establish this similarity as significant, it is necessary to verify that the observed Tsg101 assemblies were actual specifically labeled by anti-Tsg101 antibodies. Only if this assumption holds true, a separation between Tsg101 involved in HIV-1 budding and other processes at the membrane is valid. Therefore, experiments were repeated with HeLa cells transfected with an equimolar ratio of pCHIVmCherry (late-) and pCHIV (late-) where the PT/SAP motif of Gag is disrupted. Imaging with this mutant brought a drastic decrease of colocalizations compared to the experiments with wildtype HIV. Thus, from more than 210 analyzed HIV-1 assembly sites, not a single one was found to colocalize with Tsg101 (Figure 4.7E). The size distribution that was obtained for the analysis of the 83 Tsg101 clusters detected on the cell membrane of four analyzed HIVmCherry (late-) expressing cells ranged from 40 to 120 nm with a mean value of $58 \pm 16$ nm. Although the mean values of all three distributions shown in Figure 4.7C,D and E did not vary significantly, the distributions of non-colocalizing Tsg101 (Figure 4.7D and E) included a considerably higher amount of larger protein clusters than observed for colocalizing structures (Figure 4.7C).

One possible explanation is that the size of colocalizing structures was confined by a surrounding structure, which could be either the neck of the virus bud or the nascent virus bud itself. This observation gave further evidence that the observed colocalizations in the diffraction-limited images are indeed a result of a functional interaction between the virus and the ESCRT structures and are not only a result of arbitrary superpositions.

![Figure 4.8: Tsg101 negative control. An untransfected HeLa cell was immunostained with anti-Tsg101 primary plus labeled secondary antibodies binding to the primary antibodies. Zoomed-in insets show drift-corrected super-resolution dSTORM images of the respective clusters highlighted in the TIRF image. Scale bars: 10 μm (large image), 200 nm (insets).](image)

The presence of Tsg101 assemblies that are not related to HIV-1 budding would agree with previous work by Welsch et al. [228] where quantitative immuno-EM measurements showed that $\sim 15\%$ of all Tsg101 proteins are present at the plasma membrane of untransfected immune
cells and that the distribution of Tsg101 between plasma and intracellular membranes do not significantly change upon HIV-1 infection.

The fact that Tsg101 immunostaining depends on the presence of the Tsg101 binding motif provided the required evidence for specific binding of the antibody. As a further control, untransfected HeLa cells were immunostained with the same set of primary and secondary antibodies. This would ensure that the observed distribution of Tsg101 is not influenced by the transfection itself. TIRFM imaging of untransfected also showed Tsg101 structures at the cell membrane and super-resolution dSTORM imaging (Figure 4.8) revealed condensed, circular structures with an average size of 59 ± 14 nm. These structures were similar to non-colocalizing Tsg101 clusters found at the membrane of cells expressing HIVmCherry.

4.3.3.2 Distribution of membrane-bound ALIX and association to HIV-1 budding

Apart from Tsg101, the ESCRT-related protein ALIX, another early-acting factor in HIV-1 budding, plays a key role in the ESCRT recruitment process. As described in Section 4.1.3, ALIX is not only able to replace Tsg101 in ESCRT recruitment by HIV-1 when the latter is not available but plays also an important role in the recruitment of further downstream ESCRT factors after initiation of the budding process. Thus, HeLa cells were transiently transfected with the full viral constructs pCHIV and pCHIVmCherry (1:1) to analyze the size and structure of membrane-associated ALIX protein assemblies in the context of HIV-1 recruitment and to identify colocalizing and non-colocalizing ALIX protein clusters. Endogenous ALIX was directly stained 14-15 h after transfection with primary anti-ALIX antibodies that were labeled with the activator-reporter dye pair Alexa Fluor 488-Cy5. Direct labeling of the primary antibody is favorable when measuring cluster sizes as the absence of an additional secondary antibody reduces the size artifacts introduced by the size of the antibody molecules. However, direct staining of the primary antibody is often problematic compared to the use of an additional labeled secondary antibody as primary antibodies appear to be more sensible to chemical modifications. In the case of the primary anti-ALIX antibodies that were used here, attempts to find a compatible secondary antibody turned out to be unsuccessful.

Figure 4.9: ALIX negative control. An untransfected HeLa cell was immunostained with labeled anti-ALIX primary antibodies. Zoomed-in insets show drift-corrected super-resolution STORM images of the respective clusters highlighted in the TIRF image. Scale bars: 10 µm (large image), 200 nm (insets).

In order to evaluate the specificity of the anti-ALIX antibodies after labeling and in the context of the applied immunofluorescence staining procedure, super-resolution imaging of membrane-associated ALIX structures in non-transfected HeLa cells was performed (Figure 4.9). High-resolution STORM reconstructions of membrane associated ALIX structures exclusively exhibited condensed spots of ALIX, similar to those found for membrane-associated Tsg101.
This is in agreement with the previously cited quantitative EM-study from Welsch et al. [228], where similar to Tsg101, 6 to 19% of all ALIX proteins could be observed in the absence of HIV-1 at the plasma membrane of non-transfected immune cells. ALIX is known to associate with so-called exosomes [156, 229], intraluminal vesicles of MVBs, which fuse with the plasma membrane to release their content for cell-cell communication [230]. Thus, the spot-like assemblies of ALIX in cells not expressing HIV\textsuperscript{mCherry} could potentially be attributed to exosome-related ALIX structures captured during the process of membrane secretion.

These results could show that labeling did not affect the anti-ALIX primary antibody. This made it possible to perform subsequent experiments with transfected cells as shown in Figure 4.10A. Apart from several individual HIV-1 budding sites at the cell membrane, immune-detected ALIX protein assemblies could be identified. Similar to Tsg101, ALIX clusters at the cell membrane could be categorized into protein assemblies that colocalize with HIV-1 budding sites and others that did not. After performing super-resolution STORM reconstructions, three distinct classes of colocalizing ALIX structures could be identified and were categorized into condensed spots (Figure 4.10A, crop 1), condensed spots with surrounding, diffuse cloud-like structures (Figure 4.10A, crop 2) and diffuse cloud-like structures without a central spot (Figure 4.10A, crop 3). Non-colocalizing clusters were, in contrast, only observed in the form of condensed spots similar to the negative control (Figure 4.9).

The cloud-like ALIX structures with a central spot were clearly different from all Tsg101 protein assemblies observed. The fact that these structures did not appear in untransfected cells further indicated that any cloud-like spreading of ALIX proteins can be regarded as a Gag specific and recruitment induced effect that is only present in cells expressing HIV\textsuperscript{mCherry}. Any non-colocalizing round ALIX structures in cells expressing HIV\textsuperscript{mCherry} (Figure 4.10A, circles) were not correlated to Gag specific recruitment. Thus, they represent individual ALIX protein assemblies that were most likely retained at the membrane in the course of other cellular processes, which is in agreement with the negative control and the previous studies of ALIX that were cited above. In contrast, ALIX clusters colocalizing with HIV\textsuperscript{mCherry} but not showing the cloud-like structure could still be connected to HIV-1 budding as it is possible that the number of molecules forming the cloud-like structure was below the detection limit in these cases. Structures that only showed a diffuse, cloud-like structure without a central spot were discarded from further analysis as it could not be ensured that they represent specific ALIX clusters.

As non-colocalizing ALIX clusters at the membrane can be linked to cellular structures and thus to processes unaffected by HIV-1 infection, analysis was categorized in ALIX clusters colocalizing with virus buds and clusters that did not colocalize. In 10 cells expressing HIV\textsuperscript{mCherry}, 3.4% of all virus buds colocalized with ALIX. 17 ALIX clusters colocalizing with HIV\textsuperscript{mCherry} could be detected in total and 13 out of these 17 clusters (76%) showed an additional cloud around the central cluster. Again, Gaussian functions were fitted to the cross-section profiles of all 17 colocalizing spot-like ALIX clusters with and without cloud. The spot diameter ranged from 30 to 90 nm (Figure 4.10B) with an average value of 64 ± 18 nm, which again was significantly smaller than the mean HIV-1 bud size of 116 ± 36 nm. Analysis of ALIX clusters that did not colocalize with HIV\textsuperscript{mCherry} showed a broader size distribution analogously to Tsg101 ranging from 30 to 130 nm with an average size of 74 ± 26 nm (Figure 4.10C). Thus, similar to Tsg101, ALIX appears to form compact protein assemblies inside a confined structure, which might either be the virus bud or the neck of the bud, after specific recruitment by HIV-1 Gag. Localization of ALIX proteins inside the budding neck would be in agreement with any kind of neck stabilizing mechanism during HIV-1 budding or membrane scission, which stands in good agreement with a proposed stabilizing function of ALIX besides its involvement in recruitment of downstream ESCRT factors [189].

The conventional Gaussian fitting method for size determination as done for the condensed
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Figure 4.10: Super-resolution imaging of endogenous ALIX at HIV-1 assembly sites. HeLa cells were transfected with pCHIV:pCHIV\textsuperscript{mCherry} (1:1) and endogenous ALIX was immunostained. (A) An average, drift-corrected time-projected TIRF image of ALIX (green) is overlaid with the corresponding TIRF image of HIV\textsuperscript{mCherry} assembly sites (magenta). Circles indicate non-colocalizing ALIX clusters and the rectangles highlight different colocalizing ALIX classes. The crops show drift-corrected super-resolution STORM images of the three identified object classes: condensed ALIX structures without a surrounding cloud (1), ALIX structures with a central, condensed spot surrounded by a cloud-like structure (2) and diffuse ALIX membrane assemblies without a central spot (3). Scale bars: 10 μm (large image), 100 nm (crops). (B) The size distribution of all central spots of colocalizing ALIX protein clusters reveals an average cluster size (FWHM, small inset) of 64 ± 18 nm. Scale bar: 200 nm. (C) The size distribution of all central spots of non-colocalizing ALIX protein clusters is shown with an average cluster size (FWHM) of 74 ± 26 nm. (D) Cloud cluster size characterization for all cloud structures of ALIX colocalizing with HIV\textsuperscript{mCherry} was obtained by Ripley’s cluster analysis with an average diameter of 164 ± 31 nm where the central spot was masked for analysis (small inset). Scale bar: 200 nm. (E) The distribution of the minimum number of ALIX proteins detected per cloud was estimated from the super-resolution data with a mean value of 7 ± 5 molecules. \( N \) represents the number of events contributing to the respective histogram.
spots of ALIX however could not be applied in the case of the cloud-like assemblies due to the low number of ALIX proteins. Thus, cluster sizes were calculated using the Ripley’s L-function (see Section 3.4). As the Ripley’s L-function requires uniformly distributed point distributions to provide unbiased results about the cluster size as shown before, the central ALIX cluster was masked for the calculations. In detail, the centroid position of the central cluster was determined and all points within a distance smaller than the radius of the central cluster were discarded from the analysis. The Ripley’s L-function analysis of the cloud-like structures alone (Figure 4.10D, small inset) gave an estimate for the diffuse spreading of ALIX proteins with a diameter ranging from 95 to 210 nm (Figure 4.10D) and a mean value of 164 ± 31 nm. The size distribution was certainly slightly shifted to larger values when compared to the distribution of HIV-1 bud diameters ranging from 70 to 220 nm and a mean value of 116 ± 36 nm. However, the size determination of HIV-1 buds based on the FWHM of the Gaussian function fitted to the spot-like assemblies (Figure 4.10B, small inset) slightly underestimates the true size of the cluster (Section 3.4). This is in agreement with a slightly larger average size of HIV-1 buds of 141 ± 41 nm that was determined by Ripley’s L-function (cf. Sections 4.3.1 and 3.4). Hence, the size of the HIV-1 buds and the diameter of the ALIX clouds were in the same range. In addition, the size of the cloud structure showed a relatively narrow size distribution with no strong outliers, which would indicate a random membrane association. Hence, all ALIX proteins inside the cloud colocalizing with an HIV-1 assembly site are very likely restricted by the HIV-1 bud. This gave evidence that ALIX was incorporated into nascent buds remaining there over the whole process from assembly to membrane scission. Based on western blot and biochemical analysis [166, 172, 231–234], ALIX molecules are known to be found in released virus-like particles indicating that they are already incorporated during the HIV-1 budding process. ALIX molecules potentially incorporated into the bud by direct interaction with the LYPX_nL or LX_nLF L-domains motifs of the NC domain of Gag [172, 235] would very likely appear as a diffuse cloud of single ALIX proteins spread around the condensed spot-like assemblies inside the budding neck in super-resolution images. Any random membrane association of ALIX molecules can be excluded due to the presence of the auto-inhibitory domain in ALIX [236–238], preventing any unspecific membrane binding. Furthermore, when individual ALIX proteins are incorporated into the formed bud, their spatial distribution on the membrane should be limited to the size of the bud. However, if the spatial limitations of the bud are not present and the Gag induced release of autoinhibition is not necessary, individual ALIX proteins should be able to freely associate with the membrane and eventually spread over an unlimited large area.

In a next step, a rough estimation was done for the minimum number of ALIX molecules incorporated into the virus Gag shell. For this purpose, the masked image of the cloud (without the central cluster) that was already used for Ripley’s L-function was analyzed. In order to consider the fact that dye molecules may be activated more than once during STORM imaging, a threshold of 40 nm, which was based on the achievable resolution of the STORM microscope, was set and all signals occurring within this threshold were regarded as a single molecule. The analysis yielded a number of 2 up to 15 molecules per cloud (Figure 4.10E) with a mean value of 7 ± 5 molecules. It has to be emphasized however, that this is only a very rough estimate of the total number of molecules as it cannot be excluded that more than one ALIX molecule exist within the selected threshold that could not be resolved. Therefore, the given value can only be regarded as a minimum.

### 4.3.3.3 CHMP4B-HA lattices colocalizing with HIV-1 assembly sites

In HIV-1, the recruitment of downstream ESCRT factors that are directly involved in the membrane scission process such as the ESCRT-III component CHMP4 significantly relies on
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the interaction with the early-acting protein factors ALIX and Tsg101, which directly bind to the bud-forming structural protein Gag. Among all human CHMP4 isoforms, CHMP4B is the major component involved in membrane scission by forming large membrane-associated protein assemblies of different geometries [169]. Hence, experiments for this study focused on CHMP4B for investigation of structure and size of membrane-associated CHMP4 clusters during HIV-1 assembly and budding. As described previously (Section 4.2), a relatively small hemagglutinin (HA) tagged version of CHMP4B was expressed because reliable commercial anti-CHMP4B antibodies were not available. Expressed CHMP4B-HA protein clusters were detected by immunofluorescence staining using primary monoclonal anti-HA antibodies, which were directly labeled by Alexa Fluor 488 and Cy5 as activator-reporter dye pair for STORM imaging.

In HeLa cells displaying both HIVmCherry assembly sites and immunostained CHMP4B-HA, colocalizing as well as non-colocalizing CHMP4B-HA protein clusters were observed 14-15 h post transfection (Figure 4.11A). Considering the relatively high number of detected CHMP4B-HA protein clusters, the overall number of colocalizations between CHMP4B-HA and HIV-1 budding sites seemed low, but was again attributable to the transient nature of membrane-associated ESCRT-III protein assemblies [168]. Some CHMP4B-HA proteins, primarily non-colocalizing ones, not only formed condensed spots but also diffuse clusters at the membrane, which were significantly larger than the optical resolution (Figure 4.11A, left panel, circles) and might represent overexpression artifacts that were excluded from further evaluation.

STORM imaging was performed on 23 colocalizing CHMP4B-HA clusters such as shown in Figure 4.11B. In contrast to the diffraction-limited images, (Figure 4.11B, left panel), STORM image reconstructions revealed round, condensed structures in all cases (Figure 4.11B, right panel). The average diameter of all colocalizing spot-like CHMP4B-HA clusters was determined as done before for Tsg101 and ALIX. This resulted in a relatively narrow CHMP4B-HA cluster size distribution ranging from 35 to 85 nm with a mean value of 56 ± 12 nm (Figure 4.11C).

Thus, recruited CHMP4B-HA proteins assembled at the membrane into significantly smaller structures than the average size of a HIV-1 bud of 116 ± 36 nm. Furthermore, the 283 non-colocalizing CHMP4B-HA clusters showed a much broader size distribution ranging from 20...
up to 160 nm with an average size of $69 \pm 30$ nm (Figure 4.11D) and were more spread than CHMP4B-HA clusters colocalizing with HIV-1 budding sites. This strongly suggests that colocalizing CHMP4B-HA protein assemblies form inside a restricting structure such as the budding neck or the bud whereas non-colocalizing CHMP4B-HA clusters, which did not correspond to nascent HIV-1 buds, have larger freedom in spatial spreading.

In HeLa cells co-expressing CHMP4B-HA and the HIV\textsuperscript{mCherry} (late-) mutant (Figure 4.11E), the number of Gag clusters colocalizing with CHMP4B-HA reduced significantly from 1.5\% to only 0.4\%, which corresponded to only 1 colocalization in more than 200 CHMP4B-HA clusters. This observation could be expected for a partially recruitment defective Gag variant containing a disrupted PT/SAP motif. This result indicated that, under the given experimental conditions, the relatively small HA-Tag did not significantly alter the CHMP4B binding abilities and functionality. However, in order to gain further evidence for the wildtype-like behavior of an overexpressed tagged version of CHMP4B, the diameter of all non-colocalizing CHMP4B-HA spot-like clusters in HIV\textsuperscript{mCherry} (late-) control cells was analyzed (Figure 4.11F) and compared to the distributions for cells expressing wildtype HIV\textsuperscript{mCherry} (Figure 4.11D). The measured size distribution with an average of $53 \pm 16$ nm showed a similar broadness as observed for non-colocalizing CHMP4B-HA in cells expressing wildtype HIV\textsuperscript{mCherry}. It was also broader than for colocalizing CHMP4B-HA, which is a similar behavior as was observed before for Tsg101 before.

![Figure 4.12: CHMP4B-HA control experiments. HeLa cells were transfected with (A) only pCHIV:pCHIV\textsuperscript{mCherry} (1:1) or (B) only pCHMP4B-HA and immunostained with anti-HA primary antibodies. TIRF images of the HIV\textsuperscript{mCherry} channel and the CHMP4B-HA channel are shown in the left and middle panels, respectively. Right panels show overlays of the HIV\textsuperscript{mCherry} channel (magenta) with the CHMP4B-HA channel (green). The images shown in this figure were acquired at a combined TIRF/widefield setup described in [153]. Scale bars: 20\,\mu m.](image)

In control experiments, HeLa cells that were not transfected with CHMP4B-HA were immunostained using anti-HA antibodies labeled with Alexa Fluor 488-Cy5 (Figure 4.12A). In this case, very few spots were visible, which do not colocalize with virus budding sites, confirming the specificity of the labeled antibodies. HeLa cells expressing CHMP4B-HA and in the absence of HIV-1 were imaged under identical staining and imaging conditions as before
in order to confirm that any non-colocalizing CHMP4B-HA clusters in previous experiments were related to other cellular functions. No virus assemblies were detected and existing signals, which are not confined to the shape of the cell visible in the middle panel, are most likely results of dirt on the surface of the glass slide and do not colocalize with CHMP4B-HA clusters. Similar CHMP4B-HA protein assemblies at the membrane (Figure 4.12B) could be identified as in the case of cells expressing CHMP4B-HA in the presence of HIV\textsuperscript{mCherry}, confirming that non-colocalizing CHMP4B-HA clusters at the membrane are most likely not related to HIV-1 budding.

### 4.3.3.4 Super-resolution imaging of CHMP2A lattices

**Figure 4.13:** Super-resolution imaging of endogenous CHMP2A at HIV-1 assembly sites. HeLa cells were transfected with pCHIV:pCHIV\textsuperscript{mCherry} (1:1) and endogenous CHMP2A was detected by immunostaining. (A) An overlay of the corresponding TIRF images of HIV\textsuperscript{mCherry} (magenta) and of CHMP2A (green) prior to dSTORM analysis. Scale bar: 10 µm. (B) Left panel. A zoomed-in TIRF image of the selected CHMP2A cluster highlighted in gray in the left panel colocalizing with an HIV-1 assembly site is emulated by the average, drift-corrected time projection of TIRF images of immunostained CHMP2A acquired for dSTORM imaging. Right panel. The corresponding drift-corrected dSTORM image of the colocalizing CHMP2A cluster. Scale bars: 500 nm. (B) The size distribution of all CHMP2A structures colocalizing with HIV\textsuperscript{mCherry} is shown with an average cluster size (FWHM) of 56 ± 12 nm. (C) The size distribution of all non-colocalizing CHMP2A clusters in cells expressing HIV\textsuperscript{mCherry} is shown with an average cluster size (FWHM) of 59 ± 20 nm. N represents the number of events contributing to the respective histogram.
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Following the ESCRT recruitment pathway, CHMP4 recruits CHMP3, which in turn recruits the CHMP2-isoform CHMP2A [169]. In the final step of the budding process, CHMP2A eventually recruits VPS4A. As reliable antibodies against CHMP3 as well as a functioning epitope-tagged version were not available, focus was turned to CHMP2A.

In contrast to CHMP4B and CHMP3, appropriate antibodies against endogenous CHMP2A were available. Therefore, overexpression by transient transfection of a tagged variant, which might lead to artifacts or changes in protein localization, could be avoided and endogenous CHMP2A protein could be imaged. HeLa cells were therefore transfected with an equimolar ratio of plasmids encoding HIVmCherry as described before. Endogenous CHMP2A proteins were visualized using primary polyclonal anti-CHMP2A antibodies and appropriate secondary antibodies labeled with Cy5 for dSTORM imaging. Similar to the previous experiments, distinct single HIV-1 budding sites and compact CHMP2A protein assemblies were detected at the membrane by TIRFM imaging. The latter could again be categorized into clusters that colocalized with the virus buds and those that did not (Figure 4.13A). Overall, 2.0% of all HIV-1 assembly sites colocalized with CHMP2A. This value is comparable to the colocalization rate found for Tsg101 (1.8%) and CHMP4B-HA (1.5%) but slightly smaller than for ALIX (3.4%). As illustrated with the example shown in Figure 4.13B, 24 CHMP2A clusters colocalizing with HIV-1 assembly sites (Figure 4.13B, left panel) appeared as circular, condensed spots in super-resolution dSTORM images (Figure 4.13B, right panel). Their size distribution (FWHM) ranged from 38 to 82 nm with an average value of 56 ± 12 nm (Figure 4.13C). These values are in good agreement with the size of CHMP2 structures found in in vitro EM images by Effantin et al. [239], who measured an average diameter of approximately 50 nm. Analysis of non-colocalizing CHMP2A clusters revealed a broader size distribution than determined from the colocalizing structures ranging from 36 nm up to 138 nm (Figure 4.13D) with a mean size of 59 ± 20 nm. As observed before, the disappearance of the cluster size limit in the case of non-colocalizing CHMP2A suggests that the size of colocalizing clusters is potentially restricted by the dimensions of a surrounding structure.

**Figure 4.14:** Negative control for CHMP2A super-resolution imaging. An untransfected HeLa cell was immunostained with anti-CHMP2A primary antibodies plus labeled secondary antibodies binding to the anti-CHMP2A primary antibodies and imaged using TIRFM. Zoomed-in insets show drift-corrected super-resolution dSTORM images of the respective clusters highlighted in the TIRF image. Scale bars: 10 µm (large image), 200 nm (insets).

dSTORM images of CHMP2A in a control experiment, where untransfected HeLa cells were immunostained as described above, showed condensed, circular structures at the cell membrane (Figure 4.14). They resembled those found at the plasma membrane of transfected cells and suggest that CHMP2A, similar to the other analyzed proteins, fulfills functions at the cell membrane that go beyond support of viral budding.
4.3.4 Super-resolution imaging of YFP-tagged Tsg101 at HIV-1 assembly sites

The diameters that were found for ESCRT clusters colocalizing with HIV-1 assembly sites differ significantly from the results presented by van Engelenburg et al. [210]. They are also smaller than diameters of approximately 100 nm, which were measured by Bleck et al. for different ESCRT protein assemblies at HIV-1 budding sites [209]. Although the deviations to the latter can also be explained by the fact that Bleck et al. used Ripley’s analysis for cluster size estimation, the differences might also be a result of the respective experimental conditions especially when they are compared to the results of van Engelenburg et al.: whereas (with the exception of CHMP4B-HA) endogenous proteins were analyzed in this study, the studies cited above employed ESCRT protein variants that were tagged with fluorescent proteins. In order to set the experiments performed in this work in context to other works using FP-tagged versions, a control experiment was performed where a FP-tagged variant of Tsg101 was expressed together with the full viral construct (HIV\textsuperscript{mCherry}) or labeled Gag alone (Gag:Gag.mCherry). The latter was necessary as other works did not use the full viral construct as done here but fluorescently labeled Gag molecules alone. Therefore, experiments with Gag alone were also performed to make the results as comparable as possible.

TIRFM imaging of HeLa cells co-transfected with a YFP-Tsg101 fusion construct and pCHIV:pCHIV\textsuperscript{mCherry} (1:1) revealed single virus budding sites as well as YFP-Tsg101 assemblies that could be detected both by their YFP-tag as well as by anti-Tsg101 antibodies (Figure 4.15A), which were also used for super-resolution imaging of endogenous Tsg101 (Section 4.3.3.1). Over 60\% of the YFP-Tsg101 complexes were also detected by the antibody, giving further evidence for the specificity of the applied combination of primary and secondary antibody. However, a colocalization rate of 18\% between HIV\textsuperscript{mCherry} and YFP-Tsg101 was detected in the overlay of TIRF images of HIV-1 buds (magenta) and of Tsg101 clusters (green) in Figure 4.15B. This was an increase by a factor of 10 compared to a the colocalization rate of 1.8\% that had been found for HIV\textsuperscript{mCherry} clusters colocalizing with endogenous Tsg101. In contrast to this discrepancy, the super-resolution images of YFP-Tsg101 assemblies at HIV-1 budding sites revealed similar circular, condensed structures (Figure 4.15C) as found before. The size distribution did not vary significantly in comparison to endogenous Tsg101 assemblies with cluster sizes by means of the FWHM ranging from 35 to 100 nm and a mean diameter of 60 ± 19 nm (Figure 4.15D).

The increase in the number of colocalizing structures was even stronger when Gag and Gag.mCherry were used in an equimolar ratio instead of the full viral construct. In this case, up to 30\% of Gag assemblies colocalized with Tsg101, which means an increase by more than a factor of 10 (Figure 4.15E and F) compared to the percentage of HIV\textsuperscript{mCherry} colocalizing with endogenous Tsg101. As expected, the structures of Tsg101 at Gag-assembly sites revealed by dSTORM imaging (Figure 4.15G) as well as the size distribution (Figure 4.15H) resembles those found for the other experiments. Thus, 55 colocalizations were found with sizes ranging from 40 up to 100 nm with an average size of 60 ± 10 nm.

Although these results give reasonable evidence that changes in the dynamics of the ESCRT interaction caused by the protein tag induce the increase in colocalization, the possibility that the higher fraction of colocalizations is due to better accessibility of the antibody epitope in the FP-Tsg101 clusters cannot be totally ruled out. Although the protein might still be functional in this case, the FP tag would undeniably have an effect on structure and conformation of Tsg101 that does not conform to the endogenous protein. This system would therefore certainly not allow any significant statements about the behavior of endogenous Tsg101 at HIV-1 budding sites as well.

It might also be possible that the increase in colocalization is an artifact of the overexpression of Tsg101. In order to rule out this possibility, an analogue control experiment was performed, where HeLa cells were transiently transfected with pCHIV:pCHIV\textsuperscript{mCherry} (1:1) (Figure 4.16A,
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**Figure 4.15:** Effect of a FP tag on Tsg101 clustering during HIV-1 budding. (A) A HeLa cell expressing the ESCRT fusion protein YFP-Tsg101 and HIV\textsuperscript{mCherry}$_Y$. Signals from the HIV\textsuperscript{mCherry} channel (left panel), YFP channel (middle panel) and an average, drift-corrected time projection of the immunostained Tsg101 signal acquired for dSTORM imaging (right panel) are shown. Scale bars: 10 µm. (B) The overlay of the TIRF images of HIV\textsuperscript{mCherry}$_Y$ (magenta) and immunostained YFP-Tsg101 (green) reveals colocalizing and non-colocalizing YFP-Tsg101 clusters. Scale bar: 10 µm. (C) A dSTORM image of the small, condensed YFP-Tsg101 structure highlighted in the left panel in gray. Scale bar: 500 nm. (D) The size distribution of immunostained YFP-Tsg101 clusters colocalizing with HIV\textsuperscript{mCherry}$_Y$ with an average size (FWHM) of 60 ± 19 nm. (E) A HeLa cell expressing the ESCRT fusion protein YFP-Tsg101 and Gag:Gag.mCherry. Signals from the Gag:Gag.mCherry channel (left panel), YFP channel (middle panel) and a drift-corrected time projection of the immunostained Tsg101 signal (right panel) are shown. Scale bars: 10 µm. (F) The overlay of the TIRF images of Gag.mCherry (magenta) and immunostained YFP-Tsg101 (green) reveals colocalizing and non-colocalizing YFP-Tsg101 clusters. Scale bar: 10 µm. (G) A dSTORM image of the condensed, circular Tsg101 structure highlighted in the middle panel in gray. Scale bar: 500 nm. (H) The size distribution of immunostained YFP-Tsg101 clusters colocalizing with Gag.mCherry is shown with an average size (FWHM) of 60 ± 10 nm. N represents the number of events contributing to the respective histogram.
Figure 4.16: Effect of overexpression of Tsg101-FLAG-IRES-GFP on HIV-1 budding. (A) Imaging of a HeLa cell expressing both Tsg101-FLAG-IRES-GFP and HIV \textsuperscript{mCherry} shows a TIRF image of HIV \textsuperscript{mCherry} (left panel), a time-projected TIRF image of immunostained Tsg101-FLAG (middle panel) and a widefield image of GFP (right panel). Scale bars: 10 µm. (B) The overlay of the TIRF images of immunostained Tsg101-FLAG (green) and HIV \textsuperscript{mCherry} (magenta). Scale bar: 10 µm. (C) Left panel. A zoomed-in image of the selected Tsg101-FLAG cluster highlighted in gray in the left panel colocalizing with HIV \textsuperscript{mCherry}. Right panel. The corresponding drift-corrected dSTORM image of the Tsg101-FLAG cluster. Scale bars: 500 nm. (D) The size distribution of all Tsg101-FLAG structures colocalizing with HIV \textsuperscript{mCherry} with an average cluster size (FWHM) of 50 ± 11 nm. (E) The size distribution of all non-colocalizing Tsg101-FLAG clusters in cells co-expressing HIV \textsuperscript{mCherry} (wildtype) with an average cluster size (FWHM) of 51 ± 10 nm. N represents the number of events contributing to the respective histogram.
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left panel) and Tsg101-FLAG-IRES-GFP. It has been shown that – in contrast to FP – the relatively small FLAG-tag has only minor influence on HIV-1 budding [240]. In order to identify cells that express the construct, IRES-GFP was introduced, where IRES stands for internal ribosomal entry site. IRES describes a specific folding on the mRNA that allows the expression of two proteins using the same mRNA [241]. Thus, it was ensured that every cell that expresses unlabeled Tsg101-FLAG (Figure 4.16A, middle panel) also expresses GFP as a marker (Figure 4.16A, right panel). Figure 4.16B shows an overlay of the TIRF images of HIVmCherry and Tsg101-FLAG immunostained with anti-Tsg101 antibodies and appropriate secondary antibodies in a cell expressing all involved constructs. The colocalization rate appeared lower than for YFP-Tsg101. Super-resolution imaging of colocalizing Tsg101-FLAG clusters (as shown in the example in Figure 4.16C) revealed closed, condensed structures as observed before for endogenous Tsg101. In fact, after analysis of 4 cells, the obtained value was 2.9 % of HIV-1 buds colocalizing with the Tsg101-FLAG clusters similar to that of endogenous Tsg101 (1.8 %). The same observation was made for the size distributions of both colocalizing (Figure 4.16D) and non-colocalizing (Figure 4.16E) Tsg101 clusters, which also resembled those of endogenous Tsg101 with average cluster diameters of 50 ± 11 nm and 51 ± 10 nm, respectively.

In summary, overexpression did not have a considerable effect on Tsg101 functioning compared to the endogenous expression level. Therefore, it can be stated that the increased colocalization rate of HIV-1 assembly sites with YFP-Tsg101 compared to endogenous Tsg101 was indeed an effect of the FP tag.

4.3.5 Effect of a dominant-negative VPS4 mutant on ESCRT structures

As described before, Cashikar et al. [203] observed 110 nm broad ESCRT-III spirals encircling nascent virus buds in VPS4-depleted cells. These diameters were larger than those observed in this study. Therefore, in order to clarify whether this difference is a result of VPS4 depletion, an additional control experiment was performed. A dominant-negative mCherry-tagged mutant of VPS4 (VPS4A-E228Q-mCherry, Figure 4.17A, left panel) was co-expressed with Gag.eGFP (Figure 4.17A, middle panel) and unlabeled Gag. Expression of a dominant-negative form of VPS4 should effectively block virus budding and lead to an increase in colocalizations of ESCRT structures with Gag assemblies. For visualization of ESCRT, CHMP2A was immunostained (Figure 4.17A, right panel) as described in Section 4.3.3.4. CHMP4B-HA might have been an alternative option, especially with regard to the observation of the large filamentous structures by Cashikar et al. A successful reproduction of this experiment would give clear evidence for the effect of VPS4 depletion. However, this experiment required the co-expression of four different plasmids, which could not be achieved successfully.

Figure 4.17B shows the overlay of the TIRF images of HIVeGFP (magenta) and of the average, drift-corrected time projection of immunostained CHMP2A (green) in a HeLa cell expressing also VPS4A-E228Q-mCherry. Again, colocalizing and non-colocalizing structures could be identified and colocalizing structures could be selected (Figure 4.17C, left panel). Super-resolution dSTORM images of these structures revealed circular, dense structures (Figure 4.17C, right panel). In contrast to the experiment without the VPS4 mutant however, the size of the CHMP2A structures by means of the FWHM (Figure 4.17D) was not limited to the expected size of the bud neck but could reach diameters up to ~160 nm. A similar distribution was observed for non-colocalizing CHMP2A structures (Figure 4.17E). As expected, the amount of Gag assemblies colocalizing with CHMP2A increased from 2.0 % in the case of wildtype VPS4 up to 8.5 %. The increase is not as significant as it was observed for the FP-tagged ESCRT version. However, the expression rate of the respective plasmid has to be considered. If it is
Figure 4.17: Super-resolution imaging of CHMP2A in HeLa cells expressing a dominant-negative VPS4 mutant and pCHIVEGFP:pCHIV (1:1). (A) TIRF images of (left panel) the VPS4A mutant VPS4A-E228Q-mCherry, (middle panel) HIVeGFP and (right panel) the average, drift-corrected time projection of TIRF images of immunostained CHMP2A acquired for dSTORM imaging. Scale bars: 10 µm. (B) Overlay of TIRF images of immunostained CHMP2A (green) and HIVeGFP (magenta). Scale bar: 10 µm. (C) Left panel. A zoomed-in image of the selected CHMP2A cluster highlighted in gray in B colocalizing with an HIV-1 assembly site. Right panel. The corresponding drift-corrected dSTORM image of the CHMP2A cluster. Scale bars: 500 nm. (D) The size distribution of all CHMP2A structures in cells expressing the dominant-negative VPS4A-E228Q-mCherry mutant colocalizing with HIVmCherry is shown. The average cluster size (FWHM) is 66 ± 23 nm. (E) The size distribution of all non-colocalizing CHMP2A clusters in cells co-expressing HIVeGFP (wildtype) and VPS4A-E228Q-mCherry is plotted with an average cluster size (FWHM) of 65 ± 22 nm. N represents the number of events contributing to the respective histogram.
relatively low, endogenous VPS4 might still be active and reduce the effect of the dominant-negative mutant. Nevertheless, the observed change depending on the expression of the mutant was still significant and supported the results of Cashikar et al.

4.3.6 Relative orientation of ESCRT with respect to HIV-1

So far, TIRF images of ESCRT structures were overlaid with TIRF images of HIV-1 assembly sites to identify colocalizing structures and active budding sites. Separate super-resolution experiments were performed for the determination of the average sizes of virus buds and ESCRT clusters, respectively. Although this approach was straightforward and allowed a comparison of the relative difference in sizes between the structures, it did not reveal the relative orientation of the ESCRT cluster with respect to the virus bud, which would give more detailed information about the geometry of the budding complex, which might help to differentiate between Models 2 and 3 (cf. Figure 4.4). Whereas Model 2 would not cause any restrictions regarding possible geometries, a central position of the ESCRT structure relative to the budding site should be expected in the case of Model 3 where ESCRT is assembling with an isotropic distribution within the bud.

4.3.6.1 Dual-color super-resolution imaging of ESCRT and HIV-1 budding sites

The most elegant approach to realize this would be a dual-color super-resolution experiment, which in this case meant a combination of STORM and PALM where the first method was used to image ESCRT and the second one for the HIV-1 assembly sites. HeLa cells were cotransfected with pCHMP4B-HA and pCHIV:pCHIV_{mEos} (1:1) for this purpose and subsequently imaged with the respective method.

These experiments have however emerged to be technically challenging due to the overlap of spectral parts that are required for activation or imaging of the involved fluorophores. For example, a laser pulse at a wavelength of 405 nm that would photoconvert mEosFP would at the same time also activate Cy5 [54]. The latter is furthermore excitable at 561 nm, which means that imaging of mEosFP at this wavelength would simultaneously bleach Cy5. STORM imaging before PALM creates a similar problem: wavelengths in the green part of the electromagnetic spectrum that are usually used for activation of Cy5 also excite the blue state of mEosFP and would therefore lead to unwanted photobleaching as well. Due to these reasons, only one colocalization was found in the overlay of the TIRF images (Figure 4.18A) in many analyzed cells expressing both HIV_{mEos} and CHMP4B-HA, where statistics allowed the reconstruction of super-resolution images for both constructs. The obtained images are shown in Figure 4.18B: whereas the overlay of the TIRF images obviously does not display any difference in size between both structures, the overlay of the STORM and PALM images in the lower part of the panel clearly reveals that the spot-like CHMP4B-HA cluster was situated on the rim of the larger HIV-1 bud, rather than in the center. Sizes estimated by means of the FWHM gave a diameter of 57 nm for the CHMP4B-HA cluster and of 133 nm for the virus bud, respectively (Figure 4.18C). These values were in agreement with the results obtained by the single-color experiments with HIV_{mEos} (116 ± 36 nm) and CHMP4B-HA (56 ± 12 nm).

Certainly, a single observation alone does not allow any significant statement to be made but it nevertheless demonstrated that combined STORM and PALM experiments are a promising method for further super-resolution studies of the ESCRT machinery under the premise that the efficiency of the dual-color experiments can be increased. One solution might be to use
other dyes where no such cross-interactions occur as described above. Alternatively, image acquisition could be modified in a way that allows simultaneous detection of both STORM and PALM signals, for example, in two separate detection pathways.

### 4.3.6.2 Determination of relative orientation by overlaying widefield and super-resolution images

As dual-color super-resolution experiments did not bring enough statistics, an alternative analysis was applied, where the super-resolution images of ESCRT clusters were overlaid with the diffraction-limited TIRF images of the virus bud (Figure 4.19). Although the size of the virus bud is below the resolution limit, its actual size is not that much smaller. For this reason, a rough estimate about the orientation of the ESCRT proteins and ALIX with respect to the viral particle by this method seems justifiable. The examples in Figure 4.19 showed that ESCRT and ALIX clusters were, in most cases, not located in the center of the viral bud but rather shifted towards the edge confirming the observation from the dual-color super-resolution experiment.
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This is also in agreement with experiments by Bleck et al. [209] who co-expressed Gag alone with FP-tagged ESCRT proteins and observed that the latter were significantly shifted with respect to the Gag assembly site at the membrane. Furthermore, the orientation of the cloud-like structures in the case of ALIX showed an apparent overlap with the virus bud, which further supports ALIX being incorporated into the virus. However, as the virus bud images were diffraction-limited, one has to be careful with respect to a definitive statement in this particular case.

4.4 Discussion

The main aim of this study was to distinguish between the three different models for the ESCRT-mediated membrane constriction mechanism, which were presented in Figure 4.4B. For this purpose, super-resolution imaging of ESCRT proteins Tsg101, CHMP4B and CHMP2A as well as of the ESCRT-related protein ALIX at HIV-1 budding sites were performed together with super-resolution imaging of HIV-1 budding sites alone. The focus of the study was kept on keeping the environmental conditions of the experiments as close as possible to the endogenous conditions, which included immunostaining of the endogenous protein in contrast to FP-tagged versions as it was the case in previous studies. Only in the case of CHMP4B, a tagged version had to be used but it could be shown that this small HA-tag did not affect the protein in a...
Critical way.

Major experimental support for an external restriction model (Model 1 in Figure 4.4B) was provided by Cashikar et al. [203] who analyzed endogenous ESCRT proteins in VPS4 depleted cells using deep-etch electron microscopy. Under these conditions, they found relatively large, flat rings or conical spirals with an average diameter of $108 \pm 30$ nm. These structures surrounded either a central membrane protrusion of $\sim 50$ nm diameter or Gag assembly sites. In contrast to these results, none of the ESCRT or ALIX structures that were analyzed during the course of this study that colocalized with HIV-1 budding sites showed a diameter larger than $100$ nm. Super-resolution imaging of ESCRT structures colocalizing with HIVmCherry budding sites, appeared throughout as small, condensed, circular structures whose sizes were significantly smaller than the value that was obtained for the average size of HIV-1 budding sites (Table 4.1). Larger sizes were only observed for non-colocalizing structures, which suggests that the size of colocalizing ESCRT structures might be restricted by a viral structure, which might either be the neck or the complete bud. In the latter case, one might also expect larger structure up to the size of the virus bud than the values that were measured here. However, eGFP-Vpr clusters detected in virus buds did not bring significantly larger sizes than measured for the ESCRT proteins at HIV-1 budding sites. The non-colocalizing structures were most likely linked to other cellular processes such as exosome activity. In order to test whether the differences compared to the results of Cashikar et al. were caused by VPS4 depletion, CHMP2A was measured in the presence of a dominant-negative VPS4-mutant as shown in Section 4.3.3.4 and Figure 4.17. As described before, the number of colocalizations increased slightly compared to experiments with wildtype VPS4 and some colocalizing clusters showed larger diameters than $100$ nm in this case. This result indicates that VPS4 depletion indeed has an effect on the apparent size of ESCRT protein assemblies at HIV-1 budding sites although the measured structure sizes were not as large as those detected by Cashikar et al. This can contributed to the fact that they observed CHMP4 lattices in contrast to CHMP2A, which rather builds a cap to the ESCRT structure instead of the large filamentous structures observed for CHMP4. The fact that the increase in size was not as explicit as it was the case in Cashikar et al. might also ascribed to the different sample preparation protocols for fluorescence and electron microscopy, respectively.

Overall, the fact that no larger ESCRT structures were observed in all experiments with non-arrested budding and endogenous ESCRT proteins or versions with a relatively small HA-tag, is another strong evidence that supports an internal constriction mechanism. This implicates that the majority of the components that form the ESCRT machinery are situated close to or within the HIV-1 budding neck [194, 201] or within the bud [210] rather then on the flat part of the cell membrane outside the neck. The remaining question was whether membrane constriction occurs from within the bud (Model 3 in Figure 4.4B) or whether ESCRT assembles within the neck of the bud (Model 2 in Figure 4.4B).

Model 3 was supported by a study from van Engelenburg et al. [210] who detected ESCRT protein clusters inside the Gag shell using three-dimensional iPALM imaging. The main differences in experimental design can be found in the use of Gag protein alone in contrast to a full virus construct and in the use of FP-tagged versions of ESCRT proteins instead of immunostaining of the endogenous proteins as done in this study most of the cases.

Experiments with a YFP-tagged version of Tsg101 in comparison with results obtained for endogenous Tsg101 showed a clear sensitivity of ESCRT proteins towards larger tags that manifested itself particularly in the deviating number of virus buds colocalizing with ESCRT. These results showed that ESCRT factors can react very sensitive to the attachment of large additional tags, which can have a significant influence on the structure of the assembled ESCRT complex [196, 203] and its functionality [166]. The significantly lower number of colocalizations in the case of endogenous Tsg101, which was on the same order of magnitude as for ALIX, CHMP4B-HA and CHMP2A, is in accordance with the transient interaction of ESCRT proteins.
Table 4.1: Summary of results for analyzed ESCRT proteins Tsg101, CHMP4B and CHMP2A and ESCRT-related protein ALEX regarding number of analyzed cells, cluster and colocalization events and appearance of cloud-like structures. Sizes are given by means of the FWHM except for the size of cloud-like structures, which were obtained using the Ripley’s L-function.

<table>
<thead>
<tr>
<th></th>
<th>Tsg101 + HIVmCherry</th>
<th>ALIX + HIVmCherry</th>
<th>CHMP4B-HA + HIVmCherry</th>
<th>CHMP2A + HIVmCherry</th>
<th>YFP-Tsg101 + HIVmCherry</th>
<th>YFP-Tsg101 + Gag,mCherry</th>
<th>Tsg101 + HIVmCherry (late-)</th>
<th>CHMP4B-HA + HIVmCherry (late-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of experiments</td>
<td>3</td>
<td>4</td>
<td>11</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Number of analyzed cells</td>
<td>14</td>
<td>10</td>
<td>23</td>
<td>17</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Number of detected HIV-1 buds</td>
<td>1052</td>
<td>529</td>
<td>1662</td>
<td>1128</td>
<td>87</td>
<td>194</td>
<td>210</td>
<td>235</td>
</tr>
<tr>
<td>HIV-1 buds colocalizing with ESCRT</td>
<td>1.8 %</td>
<td>3.4 %</td>
<td>1.5 %</td>
<td>2.0 %</td>
<td>18.3 %</td>
<td>29.5 %</td>
<td>0.0 %</td>
<td>0.4 %</td>
</tr>
<tr>
<td>Avg. colocalization cluster size (nm)</td>
<td>58 ± 7.1</td>
<td>64 ± 18</td>
<td>56 ± 12</td>
<td>56 ± 12</td>
<td>60 ± 19</td>
<td>60 ± 10</td>
<td>-</td>
<td>47</td>
</tr>
<tr>
<td>Protein clusters total</td>
<td>221</td>
<td>115</td>
<td>306</td>
<td>262</td>
<td>70</td>
<td>146</td>
<td>83</td>
<td>36</td>
</tr>
<tr>
<td>Protein clusters colocalizing with HIV-1 budding site</td>
<td>18</td>
<td>17</td>
<td>23</td>
<td>24</td>
<td>16</td>
<td>55</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Protein clusters not colocalizing with HIV-1 budding site</td>
<td>203</td>
<td>98</td>
<td>283</td>
<td>238</td>
<td>54</td>
<td>91</td>
<td>83</td>
<td>35</td>
</tr>
<tr>
<td>Protein clusters enclosed by cloud</td>
<td>0</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Size of cloud (nm)</td>
<td>-</td>
<td>164 ± 31</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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[168, 211] with nascent assembly sites. The process occurs on the time scale of a few minutes and is expected to lead to the low percentage of colocalizations. An increase is seen as an unnatural behavior induced by modifications of the proteins. Additional control experiments explicitly showed that this effect was not a result of overexpression but of the FP tag. Regarding the use of Gag alone instead of the full viral context, no significant difference between the cluster sizes of colocalizing YFP-Tsg101 with Gag.mCherry \((60 \pm 10 \text{ nm})\), HIV\textsuperscript{mCherry} \((60 \pm 19 \text{ nm})\) and endogenous Tsg101 colocalizing with HIV\textsuperscript{mCherry} \((58 \pm 7.1 \text{ nm})\) could be detected (Table 4.1). Therefore, the lack of the full viral context was apparently not as influential as the modification of the ESCRT proteins.

Although these results give evidence for an effect of the FP tag, which caused a deviation from physiological behavior, further clarification was necessary to distinguish between Models 2 and 3. For this purpose, the position of ESCRT complexes relative to the HIV-1 particle was analyzed (Section 4.3.6). Although the resolution in the case of HIV-1 budding sites was limited, ESCRT clusters were often observed rather on the edge of the virus bud instead of in the center. This observation is in agreement with experiments by Bleck et al. [209] who expressed Gag alone with FP-tagged ESCRT proteins and observed significant shifts of the ESCRT proteins with respect to the Gag assembly. These observations are difficult to harmonize with the results from van Engelenburg et al. Assuming ESCRT assembling with an isotropic distribution within the bud as the probability distributions presented in the publication suggest, a central position of the ESCRT structure relative to the budding site should be expected. This observation therefore suggests a model of ESCRT proteins assembled within the neck of the nascent virus bud (Model 2). This is supported by the fact that all the sizes that were measured for colocalizing ESCRT structures were significantly smaller than the virus particle. Assuming the model presented by Engelenburg et al. with an integrated probability of up to 90% for ESCRT being distributed within the entire bud, also larger structure sizes should be expected than those that were measured in this study.

Additionally, the model presented by van Engelenburg et al. is based on the detection of significant amounts of eGFP-Tsg101, eGFP-CHMP2A and eGFP-CHMP4B proteins inside released viral particles, which were quantified by their eGFP fluorescence intensity and by immune-gold staining of cryo-TEM images using anti-eGFP antibodies. However, other studies [166, 172] could – with the exception of ALIX [211] – only detect very low amounts of ESCRT proteins inside released viruses with western blot and mass spectrometry.

This was supported by analysis of super-resolution images of the ESCRT-related protein ALIX, which gave in some ways different results than obtained for the other proteins. In 76% of the cases, the central ALIX cluster was surrounded by a diffuse, cloud-like structure, which were only found when colocalizing with HIV-1 buds and did not occur at all in cells that did not express HIV-1. In these cells, as well as on non-colocalizing ALIX clusters in transfected cells, only condensed spot-like clusters, similar to Tsg101, CHMP4B-HA and CHMP2A were found. The appearance of non-colocalizing clusters was expected as for all other ESCRT proteins, ALIX can assemble into clusters at the cell membrane to fulfill other cellular functions [228, 230].

The correlation of the clusters with HIV-1 budding sites suggests that ALIX molecules inside those cloud-like structures are recruited by the virus. Analysis of the cloud size using Ripley’s L-function supported this interpretation by revealing a strong correlation between the diameter of the cloud and the size of nascent virus buds, which points to ALIX molecules being taken up into the evolving Gag shell. This is supported by previous reports that found evidence for ALIX molecules in released viral particles using Western Blot assays [166, 172]. Accumulation of ALIX has been further shown in live-cell experiments at the budding sites of EIAV [168]. In the case of HIV-1, results from Ku et al. [211] suggest, however, a lower tendency for accumulation as only 20% of all recruited ALIX proteins were eventually found in the released viral particle. The estimate, which was performed in this study and which yielded an average number of seven
4.4 Discussion

ALIX molecules in the cloud-like structure, is in agreement with a low number of incorporated particles. These results are contradictory to a model where ALIX continuously accumulates at the nascent viral particle [168]. One might expect that also Tsg101 would form these cloud-like structures as Tsg101 is recruited by the same p6-domain within Gag as ALIX [172, 177] and has also been reported to be found in virus particles released from macrophages [233]. It cannot be totally excluded that a potential Tsg101 cloud will not be visualized when the number of molecules forming it lies below the detection limit of the microscope. If both Tsg101 and ALIX were incorporated into the bud, it could be argued that the number of ALIX molecules in the bud would be relatively higher than for Tsg101, where only the number of ALIX molecules would lie above the detection threshold. The persistence of ALIX at the budding site may point to other functions of ALIX apart from recruitment of the ESCRT machinery as both are involved into recruitment of downstream ESCRT components but only ALIX showed the cloud-like structure. An additional function of ALIX is supported by in vitro experiments by Pires et al. [189] that found that ALIX can form a stabilizing scaffold for CHMP4 filaments, which assembled within the neck.

When comparing these results with the experiments performed for this study, it could be ruled out that the lack of any detected ESCRT structures in the bud apart from ALIX arose from insufficient immunostaining as the successful detection of immunostained eGFP-tagged Vpr inside the bud demonstrated (Section 4.3.2). Furthermore, the differences could not be ascribed to the achievable lateral resolution, which was approximately 40 nm (Table 4.2) and thus slightly worse than the values stated by van Engelenburg et al., who report a resolution of 25 nm. However, if the ESCRT structures had a size comparable to the size of the virus bud, the achieved resolution would have been more than sufficient to measure these sizes.

In this context, it is important to state that the measured diameters of the ESCRT structures were not considerably larger than the calculated resolution of the STORM setup of about 40 nm. According to Eq. 2.10, the observed image in optical microscopy can be treated as a convolution of the object with the PSF of the system. The PSF is, in this case, represented by the localization uncertainty or resolution. As the sizes of both the PSF and the observed structures lay in the same order of magnitude, an influence of the PSF on the measured sizes had to be expected. This means that the actual size of the ESCRT structures is most likely smaller than the measured value and will therefore lie below the 60 nm and also below the 50 nm that Cashikar et al. calculated for the central membrane protrusions they observed [203]. A rough estimate using the achieved resolutions given in Table 4.2 and the average size of colocalizing ESCRT clusters given in Table 4.1 yielded ESCRT structure sizes of $\sim 29$ nm for Tsg101, $\sim 52$ nm for ALIX, $\sim 37$ nm for CHMP4B-HA and of $\sim 30$ nm for CHMP2A. This seems plausible as the size of the ESCRT structures would be closer to the late bud neck diameter. ALIX structures appear to be slightly larger than the other structures in this context. This effect might be due to ALIX molecules in the cloud-like structure that could not be separated from the central cluster but this very rough estimate does not allow any significant statement to be made here. In this context, it is also important to note that the size of the IgG antibodies attached to the structures will also increase the actual size of protein clusters as has already been shown at the example of dSTORM imaging of microtubules (Section 3.5). In the case of two antibodies, the additional size can go up to 20 nm (assuming a maximal length of 10 nm per IgG antibody [108]). Similar considerations have to be taken into account for PALM imaging of HIV-1 assembly sites. On the one hand, HIV-1 assemblies were significantly larger than the ESCRT structures but on the other hand, the resolution for PALM was slightly worse than for STORM (70 nm instead of 40 nm, Table 4.2) due to the lower photon yield of fluorescent proteins compared to organic dyes. A rough estimate using Eq. 2.10 yields that the actual FWHM of a HIV-1 assembly site is rather $\sim 95$ nm than 116 nm but this value is still significantly larger than those observed for ESCRT structures.
Overall, super-resolution imaging of ESCRT and ALIX structures at nascent HIV-1 buds gave strong evidence for a within-neck model (Model 2 in Figure 4.4) and pointed out that especially modifications such as tagging of ESCRT proteins to a large tag such as a fluorescent protein can lead to alternate budding geometries. Further evidence for Model 2 (in particular compared to Model 3) could be brought by optimization of dual-color super-resolution imaging that could give a more accurate picture of ESCRT orientation with respect to the HIV-1 bud as it was possible with the overlay of super-resolution ESCRT images with diffraction-limited images of the virus buds (Section 4.3.6.2). 3D super-resolution imaging could reveal further details about distribution of ESCRT proteins at the virus budding sites. However, this experiment remains technically challenging especially as it requires resolutions in the axial dimension better than 50 nm in order to discriminate between the neck and the bud itself. This value lies at the very edge of resolutions that have been so far achieved with astigmatism-based 3D imaging ([72, 73], Table 2.2). Other approaches, such as iPALM [70] or dual-objective STORM [68], might be alternatives worth considering as these techniques are able to provide axial resolutions below 20 nm (Table 2.2).

Table 4.2: Calculated image resolutions for different proteins measured at HIV-1 assembly sites

<table>
<thead>
<tr>
<th>Protein</th>
<th>STORM/PALM image resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x$ (nm)</td>
</tr>
<tr>
<td>Tsg101</td>
<td>48.1 ± 10.3</td>
</tr>
<tr>
<td>ALIX</td>
<td>36.1 ± 13.4</td>
</tr>
<tr>
<td>CHMP4B-HA</td>
<td>40.8 ± 8.4</td>
</tr>
<tr>
<td>CHMP2A</td>
<td>46.0 ± 14.2</td>
</tr>
<tr>
<td>HIVmEos</td>
<td>71.8 ± 11.7</td>
</tr>
</tbody>
</table>

Improvement in resolution in lateral dimension might be easier to realize and could help to answer the question whether the ESCRT-III filaments assemble in form of a dome or rather in a spiral-shaped structure. However, a resolution far below 40 nm is required to distinguish between these two models, which puts extremely high requirements on the stability of the super-resolution microscope, detection optics as well as on sample labeling.

Nevertheless, the results described in this chapter could demonstrate that localization-based super-resolution techniques are suitable methods to answer complex biological questions. Limitations mostly arise from sample preparation. Especially too low expression rates of plasmids or low specificity of antibodies used for immunostaining can decrease the quality of super-resolution images considerably. However, previous and future improvements and development of new labeling techniques might eventually open new possibilities to overcome these remaining challenges.
Chapter 5

Super-resolution imaging of endothelial lamellipodia structures

Reacting to changes in the environment is essential for the survival of cells no matter whether they are part of a metazoan or form a unicellular organism. In many cases, this includes the necessity to achieve active movement. As a consequence, cells have developed different mechanisms to move actively. For example, some cell types feature flagella, which allow them to perform a swimming movement. However, in the human body, only sperm cells exploit this mechanism while all other cells that are able to migrate rely on a crawling locomotion mechanism. The required force is mainly generated by different actin filament structures that have to be able to react to external stimuli to achieve directed motion, for example, toward a nutrient source. The aim of this study is to investigate changes of this actin network caused as a consequence of changes in the environment.

5.1 Introduction

Directed migration depends on many cellular and external factors. This section intends to give an introduction to cellular migration and to the factors that influence it. This includes, on the one hand, the actin cytoskeleton and its role in migration in general but, on the other hand, also the effects that environmental conditions impose on migration.

5.1.1 Actin

Together with microtubules (cf. Section 3.5) and intermediate filaments, actin filaments are a substantial part of the cellular cytoskeleton (reviewed in [242]). Actin monomers are able to build oligo- and polymeric filamentous structures that fulfill various functions in the cell from providing mechanical stability to active movement.

Actin occurs in two conformations, which are a monomeric globular form (G-actin) and a filamentous polymerized form (F-actin). The assembly and disassembly of actin filaments is a continuous functional interaction between both forms, which is regulated by a number of associated factors. The transition of G-actin to F-actin can be enhanced by binding of an adenosine nucleotide. Whereas bound adenosine diphosphate (ADP) molecules cause only minor effects, adenosine triphosphate (ATP) significantly enhances polymerization. The formation of actin-ATP can be enhanced by binding of nucleotide exchange factor profilin. Whereas profilin is able to reduce the pool of G-actin in the cell by favoring polymerization, thymosin proteins, which also bind to G-actin, have the opposite effect by holding actin monomers in a locked
state that cannot associate with existing filaments. The combination of both proteins opens the possibility of a fine regulation of the G-actin pool available for filament assembly.

Initiation of filament growth is called nucleation, which depends on the interaction of monomeric actin with a variety of nucleation factors such as formin proteins or the ARP2/3 complex, which comprises the actin related proteins (ARP) 2 and 3. Actin filaments show an unidirectional growth. The end, where nucleation started is called the (-)-end or, according to its shape in SEM images, pointed end whereas the opposite end, where new actin monomers attach to the existing filament is referred to as the (+)-or barbed end. At the (-)-end, actin-ATP will eventually be hydrolyzed to actin-ADP and phosphate. Cofilin proteins are subsequently able to bind to ADP-actin and promote depolymerization in order to regain free G-actin. The simultaneous assembly of actin-filaments at the (+)-end and disassembly at the (-)-end can also be described by a treadmilling system.

Single actin filaments, which have an average diameter of about 10 nm [243] and can obtain lengths up to several micrometers, can combine and form larger structures with more complex geometries with the support of other proteins. One example is ARP2/3, which can attach to existing filaments and serve as a core for new polymerization. By this means, branched filaments can be generated, which can form dendritic networks.

Single filaments can further be incorporated into larger bundles or fibers. For this purpose, distinct filaments are interconnected by linker proteins, which determine the characteristics of the resulting bundle. Filaments might be, for example, either connected by relatively short fimbrin proteins, which results in a stiff bundle, or by α-actinin, which allows incorporation of myosin II motor proteins. These motor proteins give the fiber a high flexibility allowing active contraction or stretching. Other linker proteins such as filamin or spectrin allow the formation of dense three-dimensional networks or gels.

The huge versatility of the different organization forms of actin filaments allows actin to fulfill a number of various functions in the cell from which the following list intends to select only the most important ones. One aspect includes support of cellular migration, which will be discussed in detail in the next sections. Actin, however, further increases mechanical stability by building a fine meshwork of filaments below the lipid membrane, which is referred to as cellular cortex [244]. Like microtubules, actin can also support directed transport of cargo molecules through the cell using myosin motor proteins. Actin-mediated transport is typically used for short range transport whereas long-range transport is usually performed over microtubule structures [245]. Due to the high contractibility of actin-myosin complexes, they are not only involved in cell migration but also in other kinds of cellular movement such as the contraction of muscle cells [246, 247]. Furthermore, actin can also be found in the nucleus. Although this question was disputed for a long time, evidence has been found that actin monomers and short filaments play a role, for example, in chromatin-remodeling complexes and in the RNA polymerase machinery [248]. However, it is not clear whether actin also forms longer filaments in the nucleus [249, 250].

5.1.2 Cellular migration and lamellipodia

Cell migration is an indispensable mechanism in the life cycle of both uni- and multicellular organisms [251]. It is, for example, essential for unicellular organisms to move actively towards a nutrient source [252]. For multicellular species, the migration of single cells plays an important role in processes such as reproduction, tissue formation or organization of the immune response [253]. Cells can use different techniques to achieve locomotion. One option is flagella, which are long protrusions of cells formed by microtubule bundles that can be moved by dynein motor proteins [254]. Other migrating cells show a crawling movement driven mainly by actin
filaments. As reviewed in [251], this type of movement requires a substrate to which the respective cells can attach such as the extracellular matrix (ECM). In order to generate the necessary force to crawl over such a substrate, the migration process can be categorized into three different steps: first, protrusions have to be formed that push the membrane walls into the direction of migration. Second, new adhesions spots have to be formed in the front part of the cell. Third, traction has to be built up to pull the cell into the respective direction.

The focus of this chapter is on the first step comprising the development of membrane protrusions. The latter are formed by a dense network of actin filaments. This meshwork can either take one-dimensional forms, which are called filopodia, build two-dimensional flat networks called lamellipodia or three-dimensional blebs or pseudopodia.

The directed growth and coordinated motion of a cell requires fine regulation of cell polarity, which is controlled by a variety of proteins. Three GTPase proteins, which are members of the Rho protein family and are termed Rac, Cdc42 and Rho, stand in the center of interest [255–257]. Migration is usually stimulated by an external signal, which can be a nutrient source or other stimulants such as growth factors, which bind to a compatible G-coupled receptor protein (as, for example, an epidermal growth factor (EGF) that binds to an EGF receptor). As reviewed in [257], the activated G-protein is able to recruit phosphatidylinositol 3-kinase (PI3K) for the production of phosphatidylinositol-3,4,5-trisphosphate. This step is now followed by the activation of a Rho-family protein. This can be either Cdc42, which predominately leads to the formation of filopodia [255, 258]) or Rac, which triggers the growth of lamellipodia. In both cases, a part of the Wiskott-Alderich-Syndrome protein (WASP) family, notably the WASP verprolin-homologous protein complex (WAVE) is activated. Upon activation by Rac-GTP or Cdc42-GTP, WAVE is able to recruit ARP2/3 complexes, which are, as described above, able to act as nucleation cores for actin filaments and to trigger filament branching. Further regulation is provided by the lamellipodin protein. Lamellipodin is able to regulate the WAVE complex [259], which is not only involved in ARP2/3 recruitment (see above) but which can also control the length of lamellipodia actin filaments by recruitment of Ena/VASP proteins [260]. This protein complex, which was named after the two members identified at first, Ena and Vasodilator-stimulated phosphoprotein (VASP), is able to prevent capping of filaments (reviewed in [261]). The lamellipodium – similar to single actin filaments – can be seen as a treadmilling structure where new filaments assemble at the leading edge while cofilin-mediated disassembly occurs at the trailing edge at the same time. However, not all filaments are disassemble and the remaining filaments are bundled using myosin linkers and form a structure of parallel bundled filaments that is termed lamellum [262]. This structure is built to ensure a more persistent advancement of the cell.

In contrast to Cdc42 and Rac, Rho-GTP does not induce filaments of fine meshworks but rather triggers the assembly of thick, contractible actin bundles where contractibility is achieved by incorporation of myosin into the bundles (actomyosin). While the lamellipodium and the lamellum are responsible for moving the membrane forward, other mechanisms are required to generate the force necessary to pull the entire cell forward. For this purpose, thick actin bundles are formed. These are called stress fibers and are built of short actin filaments connected by α-actinin and myosin. They can be anchored to the substrate by so called focal adhesion spots. These are composed of transmembrane proteins (e.g. integrin) and other proteins that form a link to the actin filament bundles [263]. This type of stress fibers are also called dorsal stress fibers. In order to provide higher stability, additional fibers are formed. This includes transverse arcs, which are obtained by bundling of lamellum filaments into thicker bundles. Transverse arcs and dorsal fibers can also be combined to form ventral stress fibers, which show adhesion spots at both fiber ends. Contractibility of the anchored stress fibers through the incorporated myosin is able to generate tension. When this tension is released, the cell is able to achieve a directed motion of the entire cell body.
5.1.3 Micro-environment influence on cell motility

It is evident that large, multicellular organisms react to mechanical stimuli. For a long time, however, it was not clear whether this principle applies to single cells as well or whether they are driven only by chemotaxis, phototaxis or other non-mechanical effects. Bray et al. [264] showed that manipulation of a neuron by a repeatedly advancing and withdrawing microelectrode was suitable to stimulate axonal growth. An evidence that such forces also occur in cell-cell-interactions between two neurons was subsequently brought by Lamoureux et al. [265] who showed that axon growth cones can exert a pulling force.

Lamellipodia growth is primarily triggered by growth factors (see Section 5.1.2), nevertheless it has been shown that the mechanical micro-environment has an effect on the signaling pathway, which was described in the previous section, and therefore directly influences cell motility. Aznavoorian et al. [266], for example, showed that various ECM components such as fibronectin are able to stimulate the chemotactic and haptotactic motility of cancer cell lines. A study by Price et al. [267] further found evidence that integrin molecules found in focal adhesion points recruit Rac and Cdc42, which are the two main effectors for the growth of filopodia and lamellipodia. Verkhovsky et al. [268] applied mechanical stimuli in form of a medium stream at a certain pressure to stationary fish epidermal keratocytes. This provoked changes in cell polarization and, as a consequence, triggered migration in the absence of any other kind of stimuli. Lo et al. [269] further performed experiments with 3T3 cells that were grown on an ECM surface with varying stiffness. Under these conditions, cells turned to migrate into the direction of increasing stiffness.

In the previous section, it was shown that cell migration is strongly determined by the dynamics of the actin filament network. For this reason, Théry et al. tested the behavior of cells subjected to varying ECM geometry, which was defined by micropatterns applied by microcontact printing (cf. Section 5.2). They could show that ECM geometry influences both actin dynamics at the membrane and, as a consequence, also the cell division axis [270]. The mentioned growth of the actin stress fibers, which are considerably stronger in non-adhesive areas [271]. Further, the geometry of external adhesive conditions determines cell polarity and, as a consequence, also the direction of migration [272].

These studies showed how the micro-environment is able to control cell migration, which is important to gain further insight into the mechanisms that govern processes such as metastasis formation or wound healing. Many studies such as [270] so far focused on studying cell motility on two-dimensional surfaces. In addition, dualObjective STORM imaging [273] of lamellipodia structures of BSC-1 cells growing on glass slides [273] further delivered a detailed insight into the three-dimensional structure of the actin network involved in migration. However, migration in the body is in many cases a three-dimensional process. Therefore, it would be beneficial to study the involved structures in three dimensions, which is difficult to realize. However, Doyle et al. [274] found that cell motility on an approximately one-dimensional surface is more similar to three-dimensional movement than motility of cells on a two-dimensional structure. For these reasons, the aim of this study was to perform three-dimensional super-resolution imaging on endothelial cells that were grown on one-dimensional microstructures in order to reveal potential differences in the organization of the lamellipodia network compared to cells that were grown on a two-dimensional surface.
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5.2 Experimental design

Microcontact printing (μCP) was used in order to provide the required micro-environment for the study of the lamellipodia network. This method has been previously shown to provide versatile and suitable systems to study the behavior of cells in artificial environments [275]. μCP is a micropatterning method that is highly compatible for printing of biological substances. Although first realizations focused on printing of gold nanostructures [276], it is applicable for efficient printing of proteins and nucleic acids onto substrate structures (see review article [277]).

Figure 5.1: Micropattern preparation protocol. A negative mask of the stamp (light gray) was created by manipulation of a UV-sensitive photoresist (dark gray) that was spin-coated onto a silicon wafer (black) and developed. The obtained stamp was coated with fibronectin and the coating was transferred to a microscope slide. Non-adhesive areas were blocked with polyethylene glycol (PEG).

The sample preparation procedure is depicted in Figure 5.1. Briefly, a template wafer is created in the first step. For this purpose, a photoresist is spin-coated onto a silicon wafer and exposed to UV light through a photomask featuring the structure of the final micropattern. Where UV light can hit the photoresist, the latter polymerizes. The photoresist is subsequently developed in a developer solution that gradually dissolves out the photoresist that was not exposed to UV irradiation. This obtained template can then be used to create a polydimethylsiloxane (PDMS) stamp that embodies a negative form of the final microstructure. This stamp is subsequently coated with ECM proteins that are suitable for attachment and growth of the respective cell line. The final stamp can then be placed onto a microscope glass slide to which the protein on the stamp is transferred to provide that the affinity of the respective load to the glass slide is higher than to PDMS. Intermediate spaces between the obtained structures are filled with polyethylene glycol (PEG).

Micropatterns featuring stripes of fibronectin with a width of 3 µm were prepared for experiments as shown in Figure 5.2. Synthesis of the template wavers was performed by the group of Prof. Rädler (Ludwig-Maximilians-University Munich), preparation of the micropatterns by the group of Prof. Zahler (Ludwig-Maximilians-University Munich) following the protocol described by Théry et al. [278].

Experiments were performed with human umbilical vein endothelial cells (HUVEC). These cells are isolated from blood vessels taken from the umbilical cord. Due to their origin, they are commonly used as a model system for processes in the endothelium. This includes, for example, the formation of new blood vessels via angiogenesis [279], which is an important process in tissue regeneration processes and requires a high degree of cellular migration. This fact makes them an ideal system to study cellular migration. HUVEC were seeded into micropatterned chamber-slides (IBIDI) prepared as described above or on control slides without micropatterns, which were only coated with fibronectin. Actin filaments of fixed and permeabilized cells were
visualized using phalloidin labeled with Alexa Fluor 647 for dSTORM imaging (for a detailed protocol, see Section A.3). Phalloidin is a toxin that is found in *Amanita phalloides* (death cap mushroom) [280]. It specifically binds to F-actin and stabilizes its filamentous structures by inhibiting hydrolysis of actin-bound ATP and therefore blocking depolymerization [281].

### 5.3 Results

In a first step, the labeling efficiency of the Alexa Fluor 647 phalloidin reagent in combination with the applied fixation protocol was tested. As demonstrated in [282, 283], fixation conditions have a significant impact on the stability and subsequent staining of actin filaments. Wrong reagents can easily break smaller structures and reduce image quality significantly.

Figure 5.3A shows the super-resolution dSTORM image of a section of a HeLa cell that was grown on a conventional collagen-coated glass slide and prepared as described in Sections 5.2 and A.3. Continuous filaments with varying thicknesses are visible showing only a low number of fractures. Again, the superiority of super-resolution techniques is demonstrated when the dSTORM image is compared to the corresponding diffraction-limited TIRF image in Figure 5.3B, where many details of the structure cannot be resolved. However, the applied protocol still has limits that can be seen in Figure 5.3C, which shows a zoom-in into the fine structure of the actin network highlighted by the yellow rectangle in Figure 5.3A. Although the rough course of the filaments is visible, where the TIRF image only shows a more or less uniform background, the distinct filaments do not show continuous staining. This might either be caused by incomplete labeling or by mechanical raptures that are most likely to affect thin filaments easier than the thicker bundles. Figure 5.3D gives estimates of the thicknesses of the bundles marked by the green rectangles in Figure 5.3A. The size calculated by means of the FWHM of the Gaussian fitted to the cross-sections was 70 nm for filament 1 (left panel) and 125 nm for filament 2 (right panel). These values are in good agreement with literature values for actin stress fibers, which are bundles of 10-30 filaments [284], which each have a diameter of approximately 10 nm [243]. The resolution that was achieved in Figure 5.3A was 41.2 nm in $x$- and 37.6 nm in $y$-dimension. Interestingly, the cell did not show significant amount of lamellipodia structures. This was an additional reason for the use of HUVEC for the further study of cell migration.

With successful labeling of the actin cytoskeleton, experiments with HUVEC that were grown on micropatterns, as described in Section 5.2, were performed and compared to cells that grew on fibronectin coated surfaces without micropattern structure. An example for the latter is shown in Figure 5.4A and B. The first panel depicts the conventional widefield image and the
**Figure 5.3:** Demonstration of actin labeling efficiency. (A) A 2D dSTORM super-resolution image of HeLa cells stained with Alexa Fluor 647 phalloidin reveals thick actin bundles as well as thin filaments. Scale bar: 10 µm. (B) The corresponding diffraction-limited TIRF image. Scale bar: 10 µm. (C) A zoom-in into the region highlighted by the yellow rectangle in panel A reveals actin fine structure despite incomplete staining. Scale bar: 1 µm. (D) Gaussian fits to the average cross-sections of filaments and bundles marked by the green rectangles in panel A give FWHMs of 70 nm and 125 nm, respectively.

In the second panel the corresponding super-resolution three-dimensional dSTORM image of the protruding edge of a HUVEC growing on a conventional fibronectin coated glass surface. The super-resolution image (Figure 5.4B) clearly depicts the parallel orientation of the actin filaments growing towards the protrusion edge where the transition to the very fine structure of the lamellipodium occurs and where single filaments could no longer distinguished with the obtained resolution. As expected, the observed actin structures formed a flat structure with an estimated average thickness of only 118 nm (Figure 5.4C) by means of the FWHM of the Gaussian function fitted to the distribution of obtained z-positions. This value corresponds to the achieved axial resolution of 115.4 nm. Therefore, the actual distribution might even be smaller than observed. Calculated lateral resolutions were 50.4 nm in x- and 31.7 nm in y-dimension.
Figure 5.4: 3D dSTORM imaging of HUVEC lamellipodia. (A) Widefield image of the protruding edge of a HUVEC on a fibronectin coated surface without micropatterns. (B) The corresponding 3D dSTORM image reveals a flat structure of the protruding actin filaments and the lamellipodia under these conditions. (C) A Gaussian function fitted to the histogram containing all measured z-positions in B gives an average thickness of the structure of 118 nm. (D) Widefield image of the protruding edge of a HUVEC growing on 3 µm broad micropatterns. (E) The corresponding 3D dSTORM image reveals a significantly broader expansion in the axial dimension than observed in panel B. The white arrows mark two stress fibers within a distance of 3 µm framing the micropattern. (F) A Gaussian function fitted to the histogram containing all measured z-positions in E gives an average thickness of the structure of 361 nm. Color code: axial position. Scale bars: 10 µm.

respectively. Figure 5.4D shows the widefield image of a cell that grew on a micropattern bridge as depicted in Figure 5.2. Whereas no apparent differences are visible between the widefield images, the corresponding 3D dSTORM image (Figure 5.4E) reveals clear distinctions to the cells growing directly on the coated glass slide. First, two parallel stress fibers, which are marked by white arrows, are visible in the bottom of the image. The distance between the fibers of approximately 3 µm reproduces the width of the micropattern accurately. Further, the structure shows a much broader expansion in axial direction of 361 nm by means of the FWHM of the Gaussian function fitted to the distribution of obtained z-positions. (Figure 5.4F). Noticeable,
the attempts of the cell trying to overcome the artificial obstacle can be observed with lamellipodia structures hanging over the edge of the structure. Lateral resolutions were 53.8 nm and 43.7 nm, respectively and axial resolution was found to be 135.8 nm in this case. A second cell, which was grown under the same conditions on a microstructure, showed an axial diameter of the protruding edge of 428 nm, which was also significantly larger than the axial diameter of the cell grown on the flat surface. However, more statistics are required to obtain a meaningful distribution of the thickness of the lamellipodia in the one-dimensional environments.

5.4 Discussion

The main interest in this study was to analyze changes of the actin network in the protruding edge of a migrating cell upon changes of the micro-environment that deviate from the conventional two-dimensional environment that is present in conventional cell culture experiments. This was realized by restriction of the freedom to move of the cells by using micropatterns that provided an approximately one-dimensional environment. Widefield images showed that HUVEC could be successfully grown on these structures and did not appear to be affected in their viability compared to the control where cells where grown on a conventional two-dimensional surface. It was further confirmed that the limits of these structures could not be overcome by the cells therefore ensuring that the one-dimensional character of the sample could be maintained.

When comparing the respective three-dimensional super-resolution dSTORM images, the most striking difference is the larger axial expansion of the actin network in the presence of micropatterns proving clearly the effect of a changed substrate geometry. The lamellipodium of the cell on a two-dimensional surface had a thickness of 118 nm, which is in agreement with SEM measurements of fibroblast lamellipodia by Abercrombie et al. [285] (110 to 160 nm) although they are slightly smaller than values reported by Abraham et al. [286] (176 ± 14 nm) and from STORM measurements by Xu et al. [68] (up to 200 nm). The latter could further resolve two separated layer of actin filaments in the protruding edges of the cell using dualObjective STORM. This difference could not be detected in this case, which is most likely a result of the higher axial resolution Xu et al. could achieve by using dualObjective STORM.

The axial extension of the lamellipodia in the analyzed cells that were grown on one-dimensional structures was significantly broader. This observation gives evidence that the framing structure does not only stop the cell from moving but actively changes the organization of the actin filament network. It might be speculated that the increased axial expansion could be an evidence for the increased similarity between one- and three-dimensional systems in cell motility, which was shown by Doyle et al. [274]. Cells growing on the micropatterns also showed stress fibers that frame the micropattern structure. This is in agreement with Théry et al. [271] who observed stress fibers growing along the adhesive edges of cells on micropatterns. It is assumed that these fibers counteract the inward pulling caused by unattached membranes. Furthermore, in both cases, the ruffled outer shape of the lamellipodium is visible and the transition between the denser lamellipodia meshwork and the attaching lamellum could be visualized. However, in order to make a more significant statement it would be necessary to increase the statistics.

This example further represents an excellent demonstration of the ability of three-dimensional super-resolution microscopy to provide information that is not accessible by conventional optical microscopy. Comparison of the different actin structures also reveals the limit of the performed experiments. Whereas stress fibers and thicker filaments of the lamellum can be reproduced well with a measured diameter that corresponds to literature values, imaging of single filaments of the actin fine structures (cf. Figure 5.3) and especially of the dense meshwork of the lamel-
lipodium (cf. Figure 5.4) proved to be highly challenging. Despite the fact that phalloidin labeling has been shown to be an efficient and specific agent for labeling of filamentous actin, a detailed analysis especially of thinner filaments reveals that the staining is not always continuous. The axial resolution that was achieved in these images is among the best values that have been reached with the presented STORM microscope so far, but further improvement of axial resolution as well as of labeling efficiency should be targeted to increase image quality. It should also be noted that the labeling efficiency appears to be slightly worse in the micropattern experiment shown in Figure 5.4 than in the control experiment depicted in Figure 5.3 although the same staining protocol was applied in both cases. Already early experiments that were performed to identify optimal sample preparation conditions revealed that already small changes in the fixation and staining protocol can have significant impact on the quality of the final super-resolution image. Therefore, a certain variation of image quality cannot be avoided. Additionally, differences between HUVEC and HeLa cells might play a role as well. Overall, the performed experiments have shown that super-resolution fluorescent microscopy is a highly suitable method to study these systems. Further insight into the arrangement of the stress fiber network is also impeded by the relatively small imaging area defined by the optical settings. Here, a larger field of view would be certainly beneficial to allow further insights.

Despite potential improvements in image quality and especially visualization of details of the fine structure, it nevertheless has to be emphasized again that the obtained images provide the necessary informations to answer the primary question of this study. It could be shown that manipulation of the environment has impact on the organization of the actin network involved in migration. This underlines the spectacular flexibility and adaptability these filaments are able to provide. For future experiments, it would be interesting to study the effect of different micropattern shapes on structural organization and behavior of lamellipodia network in three dimensions. Additionally, the effect of the environment on other cellular compartments such as microtubules is of interest as the latter have been shown to play a significant role in cell migration as well [287].
Chapter 6

Conclusion

Localization-based super-resolution microscopy demands special requirements compared to other fluorescence microscopy techniques regarding the technical setup and analysis methods but also to application and interpretation of the obtained results. These topics were addressed in this thesis, which focused on building and establishment of a super-resolution microscope together with providing the required analysis tools, for applying the methods to biological structures on the nanoscale. The super-resolution microscope was built for two- and three-dimensional STORM, dSTORM and PALM imaging and is currently able to provide optical resolutions down to 30 nm in the lateral and 115 nm in the axial dimension. Although this resolution might still be improvable, it nevertheless allows nanoscopic imaging of biological systems as it was successfully demonstrated by the two applications presented in this thesis.

Several features are essential for the layout of a localization-based super-resolution microscope. First, mechanical stability is one of the key features to provide good localization accuracies. Nanoscale imaging brings fluorescence microscopy to a new level of resolution where stability is more important than it is the case for conventional, diffraction-limited microscopy. This was achieved with a compact setup design and implementation of correction tools such as a perfect focus system with nanometer-precise feedback. Second, a sufficiently high laser power to enable dye switching is no less important. Apart from using high-performance instrumentation, the optical beampath was designed to keep photon loss at the respective optical elements as small as possible. This is a crucial factor as photon detection efficiency governs the localization accuracy and hence the obtainable resolution. The super-resolution microscope could additionally be easily switched from two- to three-dimensional, astigmatism-based super-resolution imaging by insertion of a weak cylindrical lens into the detection pathway. Self-written control software further provided the required accurate and synchronized control of the microscope stage as well as of the data acquisition process.

For precise and meaningful analysis of the obtained data, an analysis software was written. This software determined the localization of the single fluorescent emitters in the acquired raw data with different localization algorithms. The localized data could then be used for rendering of super-resolution images in two and three dimensions. Versatile applicable thresholds and correction mechanisms (e.g. correction of lateral drift) allowed the refinement of the results and increased image quality. Additionally, the software provided analysis tools for evaluating the goodness of the super-resolution image such as calculation of the image resolution, localization accuracy and goodness of the fit. The suitability of these tools was tested and evaluated in this study. The performance of the instrumental and analytical approach was demonstrated at two- and three-dimensional super-resolution imaging of appropriate test systems such as components of the cytoskeleton.

Over the course of this study, it further emerged that despite good optical stability and alignment, the labeling efficiency and quality of the respective sample is crucial for successful super-resolution imaging. The requirements are significantly more sensitive to imperfectness than it is the case for conventional widefield or TIRFM imaging. Therefore, it is inevitable to
carefully monitor and evaluate sample preparation conditions and perform the required control experiments to exclude imaging artifacts.

The latter was also a main motivation for the experiments that were performed to study the interaction between HIV-1 and the cellular ESCRT machinery during viral budding. Three different models were discussed in literature describing the geometric structure of ESCRT assembly at the budding site. The complex was suggested to form either flat lattices outside of the neck, dome or spiral-shaped structures within the neck or to assemble within the virus bud itself. However, these studies relied on FP-fusion tags for visualization. Other studies as well as control experiments performed for this study have shown how sensitive ESCRT proteins react to labeling conditions and how easily a deviation from the endogenous behavior can occur as a consequence. For this reason, experiments for this study were performed on endogenous systems whenever possible. In some cases, minor modifications were necessary and also fixation and permeabilization of the cells could not be avoided. However, appropriate control experiments showed that these did not affect the results. The observed structures eventually gave clear evidence for ESCRT assembly within the neck of the virus bud and could rule out other previously assumed models. It was therefore possible to answer this for a long time highly disputed problem by using super-resolution methods.

The second application of localization-based super-resolution microscopy was focused on imaging of the lamellipodia network of migrating cells in the context of micropatterns that limit their freedom of movement. Information about the axial distribution of the lamellipodia network could be obtained by applying astigmatism-based three-dimensional dSTORM imaging. This technique revealed the influence of the restricting micropattern. In contrast to conventional diffraction-limited images of the same system, it was possible to visualize how lamellipodia deviate from their native, flat structure showing a much broader expansion.

Future work on the established super-resolution microscope will focus on the improvement of the resolution capacity and on refinement of multi-color experiments. Another labeling approach might be achievable with DNA-PAINT. This method has the same demands on the microscope setup regarding stability and uses the same analysis methods like STORM, dSTORM and PALM. The major difference is found in the labeling approach that makes this method especially suitable for multi-color applications.

The microscope that was established over the course of this thesis together with the analysis methods provide the required tools to apply super-resolution microscopy also to other samples than to the examples that were studied in this thesis. The system and the presented applications underline the significance of localization-based super-resolution microscopy techniques. In particular, STORM, dSTORM and PALM are highly suitable and versatile methods to image and analyze structures whose size lies below the diffraction limit and to provide answers to relevant biological questions that can not be obtained by other methods.
Appendix A

Materials and Methods

A.1 STORM sample preparation protocols

A.1.1 STORM imaging buffer

The STORM imaging buffer preparation protocol was adapted from the procedure described in [54]. Briefly, an oxygen scavenger buffer was prepared containing 5 mg of glucose oxidase (#C1233, Sigma-Aldrich, St. Louis, MO, USA) and 30 µL of an aqueous catalase suspension of a concentration of 20 to 50 mg/mL and 10 000 to 40 000 units/mg (#C30, Sigma-Aldrich) diluted in 100 µL phosphate buffered saline (PBS, #14190, pH = 7.0, Life Technologies, Carlsbad, CA, USA). For 1 mL STORM imaging buffer, 10 µL of this glucose oxidase solution was mixed with 100 µL of a 1 M aqueous β-mercaptoethylamine solution (#30070, Sigma-Aldrich) and 790 µL PBS. The obtained solution has a pH of ∼ 9 and can be kept up to two weeks at 4°C.

Immediately before starting STORM or dSTORM experiments, 100 µL of a 25 % (w/w) glucose (#G7528, Sigma-Aldrich) solution was added to the buffer and the final buffer added to the respective sample. Typically, imaging times up to 5-6 hours were possible (in the case of LabTek II chamber slides). This value can be increased up to 24 hours by sealing the sample chamber with paraffin in order to reduce permeation of oxygen.

A.1.2 Antibody labeling

For dSTORM imaging, the unconjugated antibody was mixed with the NHS-ester of the respective dye in a molar ratio of 1:4 (antibody : dye) in 150 mM NaHCO$_3$ buffer (pH = 8.2) and incubated for at least 4 hours at 4°C. In the case of STORM imaging, a molar ratio of 1:4:1 (antibody : activator dye : reporter dye) was used. Unreacted dye molecules were subsequently removed by gel permeabilization chromatography columns (Performa DTR Gel Filtration Cartridges, Edge BioSystems, Gaithersburg, MD, USA) according to the manufacturer’s instructions.
A.1.3 STORM bead sample preparation

a) Labeling of 200 nm sized beads with labeled streptavidin. A solution of streptavidin (#SNN1001, BioSource) was labeled with Cy5 bis-NHS ester (#PA25000, GE Healthcare Life Sciences, Little Chalfont, United Kingdom) for dSTORM imaging or with Alexa Fluor 488 carboxylic acid succinimidyl ester (#A-20000, Life Technologies) and Cy5 bis-NHS ester for STORM imaging in analogous to the protocol for antibody labeling (Section A.1.2).

In the next step, 20 µL of a stock of 200 nm sized biotin-coated latex beads (#L8780, Sigma-Aldrich) were suspended in 835 µL Tris-HCl (pH = 7.5). The prepared beads were given to 45 µL of a 1:10 mixture of labeled and unlabeled streptavidin. After 10 minutes, the beads were spun down, the supernatant liquid was discarded and the beads were resuspended in Tris-HCl buffer.

b) Direct labeling of 40 nm sized beads. 20 µL of a stock of 40 nm sized neutravidin-coated latex beads (#F-8772, Life Technologies) were suspended in 835 µL Tris-HCl (pH = 7.5). For STORM samples, 1.50 µL of a 50 mM solution of Alexa Fluor 488 carboxylic acid succinimidyl ester (#A-20000, Life Technologies) and 0.68 µL of a 50 mM solution of Cy5 bis-NHS ester (#PA25000, GE Healthcare Life Sciences) were added. For dSTORM samples, labeling was performed analogously but with Cy5 dye only. The mixture was stored for at least 4 hours at 4°C before the beads are spun down at maximum speed (10 minutes). The supernatant liquid was discarded and the beads were resuspended in Tris-HCl buffer.

A.1.4 3D calibration sample preparation

Cy5-labeled 40 nm sized beads were prepared according to the protocol described above and 20 µL of the obtained stock were mixed with 20 µL water and 150 µL of a polymer substrate (#MY-132-MC, MY Polymers, Nes Ziona, Israel), which cures upon contact with water to a gel with a refraction index of 1.32. The mixture was allowed to stand for at least 2 hours to allow polymerization.

A.1.5 Microtubules sample preparation protocol

The following protocol is a slightly modified version of the routine described in [54]. HeLa cells (Japanese Collection of Research Bioresources Cell Bank, Osaka, Japan) were grown in Dulbeccos modified Eagles medium (DMEM, #21885, Life Technologies), supplemented with 10 % fetal calf serum (#10099-133, Thermo Fisher Scientific, Waltham, MA, USA) and seeded on collagen-coated LabTek II chamber slides (#155409, Thermo Fisher Scientific) with a density of approximately 2·10^4 cells per well and incubated over night at 37 °C and 5 % CO₂. Cells were subsequently washed with phosphate buffered saline (PBS, #14190, pH = 7.0, Life Technologies, Carlsbad, CA, USA) and fixed with a solution of 3% (v/v) paraformaldehyde (#15710, Electron Microscopy Sciences, Hatfield, PA, USA) and 0.1% (v/v) glutaraldehyde (#G5882, Sigma-Aldrich) in PBS. After 15 minutes, fixation was stopped by rinsing the cells two times with PBS. In order to reduce background fluorescence, a reduction step was performed by incubating the cells with a 0.1% (w/v) aqueous solution of NaBH₄ (#198072, Sigma-Aldrich) for 7 minutes. After rinsing the cells three times with PBS to remove all remaining NaBH₄, cells
were treated with a blocking buffer containing 3% (v/v) bovine serum albumin (BSA, #B9000S, New England Biolabs, Ipswich, MA, USA), 0.2% (v/v) Triton X-100 (#T8787, Sigma-Aldrich) in PBS for 30 to 60 minutes in order to reduce unspecific antibody binding. In the next step, the blocking buffer was replaced by 150 µL of a 1:500 dilution of primary monoclonal mouse anti-α-tubulin antibodies (clone GT114, #GTX628802, Genetex, Irvine, CA, USA) in blocking buffer and allowed to incubate for 60 minutes. The sample was then rinsed once with a washing buffer containing 0.2% (v/v) BSA and 0.05% (v/v) Triton X-100 in PBS and subsequently washed two times for 5 minutes with washing buffer. Secondary donkey anti-mouse IgG antibodies (#ABIN336468, purchased via antibodies-online.com) were labeled with Cy5 bis-NHS-ester (#PA25000, GE Healthcare) (Section A.1.2) and diluted in blocking buffer at a ratio of 1:150 and the cells were incubated with 150 µL of this solution for 45 minutes. Analogous to the first labeling step, immunostaining was followed by rinsing with washing buffer and two washing steps (each step 5 minutes) with PBS. Finally, a post-fixation step was performed by treating the cells for 5 minutes with the same dilution ratio of fixation reagents as before. After rinsing the sample again twice with PBS, STORM imaging buffer (Section A.1.1) was added for immediate imaging or the sample was stored at 4°C using a storage buffer of 100 mM NaN₃ (#S2002, Sigma-Aldrich) in water.

### A.2 Sample preparation and analysis of super-resolution imaging of ESCRT proteins at HIV-1 assembly sites

**Plasmids.** Plasmids encoding the non-infectious mutants of HIV-1, pCHIV and its labeled derivatives have been previously described [214, 216] as well as the VPS4A-E228Q-mCherry plasmid [195]. Construct pCHMP4B-HA, where CHMP4B is fused to an HA-tag, and the YFP-Tsg101 plasmid were kindly provided by H. Göttlinger [288] and W. Sundquist (University of Utah, Salt Lake City, USA), respectively.

The plasmid peGFP.Vpr for the FP-tagged Vpr fusion protein was previously described by T. Hope [289]. The synGag plasmid (Graf et al., [290]) was provided by R. Wagner (University of Regensburg, Germany), and pGag.eGFP (Hermida-Matsumoto et al. [227]) was provided by M. Resh (Memorial Sloan-Kettering Cancer Center, New York, USA).

pGag.mCherry was created by H.-G. Kräusslich and B. Müller (University of Heidelberg, Germany) as a derivative of pGag.eGFP and was obtained by replacing a BamHI/BsrGI fragment comprising the eGFP coding sequence with a corresponding restriction fragment comprising the mCherry open reading frame generated using a polymerase chain reaction.

**Cells and transfection.** HeLa cells were grown and seeded according to the same conditions as described in the microtubules sample preparation protocol. Cells were transfected the day after seeding using X-tremeGENE 9 DNA transfection reagent (#06365787001, Roche, Risch, Switzerland) according to the manufacturer’s instructions. Briefly, transfection agent and plasmid DNA were incubated at a molar ratio of 3:1 for 20 minutes at room temperature before the mixture was given to the cells. After transfection, cells were incubated for at least 14-15 hours at 37°C and 5.0% CO₂.

For PALM imaging of the HIV-1 assembly sites, 50 ng pCHIV and 50 ng pCHIVEos were used for transfection. For STORM or dSTORM experiments with endogenous proteins Tsg101, ALIX and CHMP2A and HIVmCherry, 50 ng pCHIV and 50 ng pCHIVmCherry were used for transfection. In the case of CHMP4B-HA, an additional amount of 100 ng CHMP4B-HA encoding
plasmid pCHMP4B-HA was added. Control experiments with late- mutants were performed by replacing pCHIV and pCHIVmCherry by the same amount of the respective late- mutant.

For experiments with the Tsg101 fusion proteins, 50 ng of YFP-Tsg101 and 50 ng of each pCHIVmCherry and pCHIV were used for transfection, respectively. In order to study the fusion protein in the context of Gag alone, 50 ng synGag and 50 ng of Gag.mCherry replaced the pCHIV plasmids. Further control experiments included immunostaining control using viral Vpr. Here, 75 ng of pEGFP.Vpr and 50 ng of synGag (wildtype) and 50 ng of Gag.mCherry or Gag.eGFP were used for transfection, respectively. VPS4A-depletion experiments in the context of CHMP2A comprise transfection with 70 ng pCHIVeGFP, 70 ng pCHIV and 35 ng VPS4A-E228Q-mCherry.

**Sample preparation and data acquisition.** After at least 14-15 h of incubation, transfected HeLa cells were fixed and subsequently immunostained analogously to the protocol described for microtubule staining (Section A.1.5) with the following antibodies: Primary mouse monoclonal anti-Tsg101 antibodies (clone 4A10, #GTX70255, Genetex) were used in combination with secondary donkey anti-mouse IgG antibodies (#ABIN336468, purchased via antibodies-online.com) that were labeled with Cy5 according to the protocol described in Section A.1.2. Monoclonal primary mouse anti-ALIX antibodies (clone 3A9, #634502, BioLegend) and monoclonal primary anti-HA antibodies (clone 3F10, #11867423001; Roche) were directly labeled with activator-reporter dye pair Alexa Fluor 488 and Cy5. Immunostaining of CHMP2A was performed with primary polyclonal rabbit anti-CHMP2A antibodies (#ab76335, abcam) combined with secondary donkey anti-rabbit IgG (#ABIN376979, purchased via antibodies-online.com) that were labeled with Cy5 according to the protocol above. eGFP.Vpr fusion protein was stained with anti-GFP primary polyclonal antibodies from rabbit (#ABIN121945, purchased via antibodies-online.com) that were used in combination with the same secondary anti-rabbit IgG antibodies that were also used for in combination with the anti-CHMP2A antibody.

**Data acquisition and analysis.** Data acquisition was performed according to the principles and criteria described in Section 3.2.2. Rendering of the final STORM and PALM images analogously followed the descriptions in Sections 3.2.4 and 3.2.5.

For identification of single virus particles and exclusion of large Gag clusters, an additional self-written image analysis algorithm was developed in ImageJ Macro language [291], which was provided by A. A. Torrano (LMU Munich, group of Prof. C. Bräuchle). Images were individually analyzed as follows: First, a convolution filter (Gaussian blur) followed by background subtraction ("rolling ball" algorithm [292]) were applied. Next, point objects were selected based on their intensities (local maxima) and a multipoint selection was created. Objects corresponding to either assembly sites or clusters were then segmented by a watershed approach. As a last step, the center of brightness, distribution of intensities and area of each object were measured and Gag assemblies with an area \(>0.860 \mu \text{m}^2\) were excluded from further evaluation.

Quantification of ESCRT clusters was performed by rendering an additional image from the STORM data set with a pixel size of 120 nm. In order to avoid incorporation of unspecific signals and of signals with low statistics, only clusters with a maximum intensity higher than a threshold set individually for each measurement (typically 5000 counts) were considered for further evaluation. In addition, only structures that were not within a distance of 4 px to the border of the widefield image were evaluated in order to avoid fit artifacts. In some cases, no distinct structure could be obtained in the final super-resolution STORM image. As a consequence, these structures were discarded. Object sizes were calculated from the final super-resolution image using the mean of the FWHMs of two 1D Gaussian functions fit to the horizontal and vertical cross-sections of the respective cluster (Section 3.4). Determination of the size of the
cloud-like structures in the case of ALIX was performed using the Ripley’s L-function. ALIX structures often consisted of two distinct populations with different sample densities (a central cluster and the surrounding cloud). As demonstrated in Section 3.4, cluster size estimation by the Ripley’s L-function does not give accurate results in these cases. Therefore, the central spot in the center of the cloud was masked to obtain more accurate results. The mask radius corresponded to the size of the central cluster that was measured before.

A.3 Sample preparation protocols for super-resolution imaging of endothelial lamellipodia

Microstructure sample preparation. Microcontact printing and seeding of HUVEC was performed in the laboratory of Prof. S. Zahler (LMU Munich). Template wafers for microcontact printing were obtained from the laboratory of Prof. J. Rädler (LMU Munich) [293].

Actin filaments staining protocol. The following procedure that was used to stain cellular actin filaments was derived from the protocol described in [68]. Cultivated cells were washed briefly with PBS (37°C) before they were fixed and permeabilized by treatment for 2 minutes with a solution containing 0.3% (v/v) glutaraldehyde (#G5882, Sigma-Aldrich) and 0.25% (v/v) Triton X-100 (#T8787, Sigma-Aldrich) in a cytoskeleton buffer that contained 150 mM NaCl (#27810.295, VWR, Radnor, PA, USA), 5 mM MgCl₂ (#M2670, Sigma-Aldrich), 5 mM glucose (#G7528, Sigma-Aldrich), 5 mM ethylene glycol tetraacetic acid (EGTA, #E3889, Sigma-Aldrich) and 10 mM 2-(N-morpholino)ethanesulfonic acid (MES, #M2933, Sigma-Aldrich) at pH = 6.1. This was followed by a second fixation step, which comprised incubation with 2% glutaraldehyde diluted in cytoskeleton buffer for 10 minutes. Subsequently, an optional reduction step could be performed to reduce background fluorescence by treating the cells with a 0.1% (w/v) NaBH₄ (#198072, Sigma-Aldrich) solution in cytoskeleton buffer for 7 minutes. The cells were then washed three times with PBS with a 10 minute incubation period at each step before labeling was performed. For this purpose, a 0.06 μM solution of Alexa Fluor 647-Phalloidin (#8940S, New England Biolabs) was added to the sample and allowed to incubate at 4°C for at least 24 hours. The labeled cells were then briefly washed once with PBS before the STORM imaging buffer was added and the sample was ready for imaging. In this context, it should be noted that the binding of Alexa Fluor 647-phalloidin to the actin filaments is reversible and the reagent will gradually dissolve from the sample once the labeling solution is removed. Therefore, unnecessary washing steps and buffer replacements should be avoided and the sample has to be imaged immediately after staining.

A.4 Optimization algorithms

In order to fit the measured PSF to a model system, two different optimization algorithms were applied that are both able to solve nonlinear optimization problems. These are the widely used Levenberg-Marquardt algorithm and the Downhill Simplex algorithm.
A.4.1 Levenberg-Marquardt algorithm

One commonly used method to solve nonlinear optimization problems is the Levenberg-Marquardt algorithm [95, 96]. It solves the following equation with the aim to minimize the squared error $\chi^2(p)$ depending on a set of parameters $p$ for a data set with $N$ data points:

$$\chi^2(p) = \sum_{i=1}^{N} [y_i - f(x_i, p)]^2$$

(A.1)

$y_i$ in Eq. A.1 is the observed data (e.g. measurement results) and $f(x_i, p)$ data points that were calculated for the variable set $x_i$ and set of parameters $p$. The sum of Eq. A.1 can also be written in form of vectors as

$$\chi^2(p) = \| y - f(p) \|$$

(A.2)

In Eq. A.2, $y$ is a vector containing the observed data points and $f(p)$ is a vector with values calculated by means of function $f$ and parameter set $p$. In the next step, a Taylor series expansion is used to calculate a linear estimate $f$ for small changes $\delta p$ inflicted on $p$

$$f(p + \delta p) \approx f(p) + \frac{\partial f(p)}{\partial p} \cdot \delta p$$

(A.3)

where $\frac{\partial f(p)}{\partial p}$ is also called the Jacobi-Matrix $J$. Eq. A.2 can now be written as

$$\chi^2(p) = \| y - f(p + \delta p) \| \approx \| y - f(p) - J\delta p \|$$

(A.4)

Eq. A.4 is minimal when

$$J^T (J\delta p - y - f(p)) = 0$$

(A.5)

Eq. A.5 can then be solved for $\delta p$:

$$\delta p = (J^T J)^{-1} J^T (y - f(p))$$

(A.6)

In order to get a good solution, a so called damping parameter $\mu$ is introduced and Eq. A.6 replaced by Eq. A.7 where $I$ is the identity matrix.

$$\delta p = (\mu I + J^T J)^{-1} J^T (y - f(p))$$

(A.7)

This damping parameter also ensures the existence of a unique solution for $\delta p$. Otherwise, it is possible that $J$ is not full rank. In this case, Eq. A.6 would have more than one solution. $\chi^2(p + \delta p)$ is now calculated in an iterative process. In each step, $\chi^2(p + \delta p)$ is compared to the value from the previous iteration step. When the new error is worse than the old error, the damping parameter is increased and the procedure is repeated. If the squared error, however, decreases, the new parameter set replaces the old values, the damping parameter is decreased and these values are used for the following iteration step. This procedure is repeated until $\chi^2$ drops below a predefined threshold. In addition, a maximum number of allowed iterations can be defined in order to avoid endless calculations for optimizations where no conversion can be reached.

A.4.2 Downhill Simplex algorithm

The Downhill Simplex algorithms, which is also referred to as Nelder-Mead algorithm after the authors of the original publication [100], offers an approach to find the minimum of linear
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and nonlinear functions without the need of linearization. On the one hand, this eliminates one approximation that is, for example, necessary for algorithms such as the Levenberg-Marquardt algorithm. On the other hand, the Downhill Simplex algorithm usually requires a larger number of iterations to converge and has got a higher risk to converge at a local minimum if the initial parameters are too far off the actual solution.

As the name Downhill Simplex suggests, the algorithm seeks to minimize a function by taking advantage of the geometric form of a simplex, which is defined as an object with \( n + 1 \) edges in an \( n \)-dimensional space (e.g. a triangle in a two-dimensional space). Assuming now a function \( f \) with \( n \) parameters \( P \), a \( n + 1 \) simplex can be formed in a \( n \)-dimensional space. For the initial simplex, start parameters are required that lie as close as possible to the unknown values. This set forms the first point of the initial simplex. The remaining parameter sets are usually obtained by varying one of the parameters in each set (e.g. by adding a fixed value). Subsequently, an iterative process can be started to localize the minimum of the function.

![Diagram of the Downhill Simplex algorithm](image)

**Figure A.1:** Illustration of the Downhill Simplex algorithm at the example of a system with two fit parameters, \( x \) and \( y \). The three different correction steps during one iteration step of the Downhill Simplex algorithm are illustrated for \( n = 2 \) where three parameter sets form a triangle on which the reflection, expansion and contraction steps are applied.

Figure A.1 illustrates the different geometrical transformations that constitute a single iteration step for the example of a two-dimensional simplex with two fit parameters \( (x, y) \). At the beginning of each step, the centroid \( \overline{P} \) of the respective simplex is calculated. The parameter set \( P_{\text{max}} \), returning the highest function value, which represents the parameter set with the largest fit error, is reflected on this point according to the following equation to calculate the reflected point \( P^* \), where \( \alpha \) is called reflection parameter:

\[
P^* = (1 + \alpha)\overline{P} - \alpha P_h \tag{A.8}
\]

If \( P^* \) emerges to be a better solution for the problem than the best solution obtained so far, \( P_{\text{min}} \), an expansion step is performed, which is tuned by the elongation parameter \( \gamma \), in order to test whether going further in the respective direction might give an even better solution \( P^{**} \):

\[
P^{**} = \gamma P^* + (1 - \gamma)\overline{P} \tag{A.9}
\]

If \( P^{**} \) is better than \( P^* \) and \( P_{\text{min}} \), \( P_{\text{max}} \) is replaced by \( P^{**} \). If only \( P^* \) is better than \( P_{\text{min}} \), \( P_{\text{max}} \) is substituted by that value. If neither the reflected nor the expanded value brought any improvement compared to \( P_{\text{min}} \), it is checked whether one of the two values is at least
better than any other parameter set except for $P_{max}$. If this is true, $P_{max}$ is replaced by $P^*$ nevertheless.

Otherwise, it is checked if $P^*$ is at least better than $P_{max}$ but worse than any other $P$. $P_{max}$ is then also replaced by $P^*$ but regardless of this question, a third transformation is performed at this point, which is a contraction, tuned by parameter $\beta$ that moves $f_{max}$ closer to the centroid:

$$P^{**} = \beta P_h + (1 - \beta)P$$  \hspace{1cm} (A.10)

If the contracted value now brings an improvement compared to $P_{max}$, the latter is replaced by this value. However, when also this last adjustment step failed to come closer to the actual minimum, a contraction of all points $P_i$ around $P_{min}$ is performed:

$$P_i = \frac{P_i + P_{min}}{2}$$  \hspace{1cm} (A.11)

After each iteration step, it is checked whether $P_{min}$ fulfills the convergence criteria that were defined for the respective optimization problem. If this is the case, the process is complete; otherwise a new iteration step is performed starting again with the calculation of the centroid of the simplex.
### Appendix B

#### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADP/ATP</td>
<td>adenosine di-/triphosphate</td>
</tr>
<tr>
<td>AIDS</td>
<td>acquired immunodeficiency syndrome</td>
</tr>
<tr>
<td>ALIX</td>
<td>ALG-2 interacting protein X</td>
</tr>
<tr>
<td>AOTF</td>
<td>acousto-optical tunable filter</td>
</tr>
<tr>
<td>ARP</td>
<td>actin-related protein</td>
</tr>
<tr>
<td>bp</td>
<td>base pair</td>
</tr>
<tr>
<td>BSA</td>
<td>bovine serum albumin</td>
</tr>
<tr>
<td>CA</td>
<td>capsid protein</td>
</tr>
<tr>
<td>CHMP</td>
<td>charged multivesicular body protein</td>
</tr>
<tr>
<td>CMOS</td>
<td>complementary metal-oxide semiconductor</td>
</tr>
<tr>
<td>CRLB</td>
<td>Cramér-Rao lower bound</td>
</tr>
<tr>
<td>cw</td>
<td>continuous wave</td>
</tr>
<tr>
<td>DNA/RNA</td>
<td>deoxyribonucleic acid/ribonucleic acid</td>
</tr>
<tr>
<td>EGF</td>
<td>epidermal growth factor</td>
</tr>
<tr>
<td>Eq.</td>
<td>equation</td>
</tr>
<tr>
<td>EIAV</td>
<td>equine infectious anemia virus</td>
</tr>
<tr>
<td>ECM</td>
<td>extracellular matrix</td>
</tr>
<tr>
<td>EM</td>
<td>electron microscopy</td>
</tr>
<tr>
<td>(EM)CCD</td>
<td>(electron multiplying) charge coupled device</td>
</tr>
<tr>
<td>ESCRT</td>
<td>endosomal sorting complex required for transport</td>
</tr>
<tr>
<td>FP</td>
<td>fluorescent protein</td>
</tr>
<tr>
<td>fPALM</td>
<td>fluorescence photoactivation localization microscopy</td>
</tr>
<tr>
<td>FPGA</td>
<td>field programmable gate array</td>
</tr>
<tr>
<td>FWHM</td>
<td>full width at half maximum</td>
</tr>
<tr>
<td>Gag</td>
<td>group specific antigen</td>
</tr>
<tr>
<td>GDP/GTP</td>
<td>guanosine di-/triphosphate</td>
</tr>
<tr>
<td>GFP/RFP/YFP</td>
<td>green-, red-, yellow fluorescing protein</td>
</tr>
<tr>
<td>GPU/CPU</td>
<td>graphics/central processing unit</td>
</tr>
<tr>
<td>HA</td>
<td>hemagglutinin</td>
</tr>
<tr>
<td>HIV</td>
<td>human immunodeficiency virus</td>
</tr>
<tr>
<td>HUVEC</td>
<td>human umbilical vein endothelial cell</td>
</tr>
<tr>
<td>IR</td>
<td>infrared</td>
</tr>
<tr>
<td>IRES</td>
<td>internal ribosomal entry site</td>
</tr>
<tr>
<td>L-domain</td>
<td>late domain</td>
</tr>
<tr>
<td>LTR</td>
<td>long-terminal repeat</td>
</tr>
<tr>
<td>MA</td>
<td>matrix protein</td>
</tr>
<tr>
<td>MLE</td>
<td>maximum likelihood estimation</td>
</tr>
<tr>
<td>MVB</td>
<td>multivesicular body</td>
</tr>
<tr>
<td>μCP</td>
<td>microcontact printing</td>
</tr>
</tbody>
</table>
Appendix B  Abbreviations

NA  numerical aperture
NC  nucleocapsid
NHS  N-Hydroxysuccinimide
PALM (iPLAM)  Photoactivated Localization Microscopy (interferometric PALM)
PAINT  Point Accumulation for Imaging in Nanoscale Topography
PBS  phosphate buffered saline
PDMS  polydimethylsiloxane
PEG  polyethylene glycol
PIC  pre-integration complex
PID  proportional-integral-derivative feedback
PSF  point spread function
RTC  reverse transcription complex
SEM  Scanning Electron Microscopy
SNR  signal-to-noise ratio
SOFI  Super-Resolution Optical Fluctuation Imaging
STED  stimulated emission depletion
(d)STORM  (direct) Stochastic Optical Reconstruction Microscopy
TEM  Transmission Electron Microscopy
TIRF(M)  total internal reflection fluorescence (microscopy)
Tsg101  tumor susceptibility gene 101
UV  ultraviolet
VLP  virus-like particle
Vpr  viral protein R
VPS4(A)  vacuolar protein sorting 4 (homolog A)
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